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“I'm not the only one,
Staring at the Sun,
Afraid of what you'd find,
If you took a look inside.’
—Staring at the Sun, U2



For Mum and Dad
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Abstract

This thesis presents detections of intensity oscillationsulti-wavelength image se-
guences of the quiet-Sun chromosphere, and interprete thsesllations in terms of
various chromospheric wave-heating theories. Osciltgtim network bright points
(NBPs) are studied in the light of Qa K3 as a function of radial distance from the
centre of each NBP. It is shown that low frequencies (1 — 4 ntelz) to dominate, es-
pecially in the central portions, suggesting a magneticgament in any waves present.

Correlations between wavelet power density maps of liginvessiin four optical
passbands is used to search for vertically propagating waekets. In each NBP
studied, observational evidence is found for transversdarmagnetohydrodynamic
(MHD) waves (1.3 mHz, 1.9 mHz) propagating upwards from the-Ito mid- chro-
mosphere, where they couple to longitudinal-mode MHD watdwice the originally
frequency (2.6 mHz, 3.8 mHz), which then shock in the higleotosphere. There is
also further evidence of other upward- and downward- prapag waves in the 1.3 —
4.6 mHz range.

An automated wavelet analysis routine is developed to compafrequency and
duration, network and internetwork oscillations, in witdet image sequences of the
quiet Sun. The tendency of the network to contain lower feegies (peak at 3.5 mHz,
with an extended tail down to 1 mHz) is discussed in termsasfdverse-mode MHD
waves. In contrast, the internetwork contains frequenaresind 4 mHz, with oscil-
lations tending to contain a higher degree of spatial membngse are interpreted as
persistent flashers. The network tends to contain mordatsaiis below 3.3 mHz than
the internetwork in the low-chromosphere, with this crossr frequency increasing to

4 mHz in the upper chromosphere. However, below this cress4oequency, the in-
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ternetwork still contains a larger number of oscillatiomst with short lifetimes. Both

regions also contain a small number of non-recurring lownegdl oscillations.
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1.1 Solar Observations Throughout History 2

1.1 Solar Observations Throughout History

The Sun has always been the most important celestial olsjemiri sky, and remains
so to this day. All the major ancient civilisations worshdpe Sun god in some form;
the Egyptians worshiped Re, the Babylonians worshiped &banthe early Greeks
worshiped Helios and later Pheobus Apollo. The study of tig $lanets and stars led
the Greek philosophers to the first big step in astronomy miokeng the earth from

the centre of the universe, and suggesting it, along witthallother planets, revolved
around the Sun. Since then solar observations have playeat@akrole in many major

scientific achievements throughout the ages

Galileo used the Sun as the most obvious light source to iesiglv instrument in
1610. The development of this instrument, the telescopalduze a big breakthrough
for physics and would be the main experimental driving fdse@ind other important
seventeenth century scientific advances. Kepler's obsengof the Sun and planets
would later lead to Newton'Brincipia (1687) and hence the theory of Gravitation was
born. In his investigation of colours Newton (1672) usedligim directed through a
prism to discover the colour constituents of white light. I\ston (1802) used sun-
light through a narrow slit to discover dark lines, which Inearrectly identified as
the borders between colours. Fraunhofer (1817) used a neosstige setup to dis-
cover hundreds of these dark absorption lines which woukt lae named after him

(Figure 1.1).

He made the important step of identifying the lines as a ptgpe the sunlight
itself, and not a property of the earth’s atmosphere as pusly thought (although
some lines are due to absorption by oxygen molecules in thie'®atmosphere). His
labelling system of the lines (Table 1.1) based on relatikengths, is still used today
to some extent (e.g., the sodium D doublet and ionized gal¢tuand K lines). The
positions of these dark lines were soon equated with sirbilight lines from earth

based experiments. The jump to inferring the existence wéiceelements in the Sun
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Figure 1.1 The Fraunhofer lines on the solar spectrum

Table 1.1 Identification of Fraunhofer lines. Most lines are of saaigin, but a few
are due to absorption in the earth’s atmosphere.

Fraunhofer Line Element Wavelength)(

A - (band) Q 7594 - 7621
B - (band) Q 6867 - 6884
C H 6563

a - (band) Q 6276 - 6287
D-1,2 Na 5896 & 5890
E Fe 5270

b-1,2 Mg 5184 & 5173
C Fe 4958

F H 4861

d Fe 4668

e Fe 4384

f H 4340

G Fe & Ca 4308

g Ca 4227

h H 4102

H Ca 3968

K Ca 3934

from their corresponding dark lines was soon made. IndeelB68 one such line
led to the discovery of ‘helium’ (named after the Greek godi¢$? in the Sun 30

years before it was discovered on earth. The following ysavg many new scientific
theories with solar observations at their centre: Kircliddéw for radiation was based
on fully explaining the Fraunhofer lines; the explanatiéthe@ Doppler shift originated
from studying the Fraunhofer lines at the solar limb; theasetlipse of 1919 provided

confirmation of Einstein’s Theory of Relativity.

The start of the twentieth century also saw the realisatfaquantum physics and

the atom. These theories would explain the origins of th& &aaunhofer lines. The
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Figure 1.2 A blackbody curve at a temperature of 5800 K is overplottedhez solar
irradiance curve.

continuous solar spectrum was explained by Planck (190@),farther by Einstein
(1905), by approximating the solar surface (photosphera)ilack body at a tempera-
ture of 5800 K (Figure 1.2). Bohr (1913), using Planck’s slaad Rutherford’s atomic
model, explained the atom in terms of discrete electrong,avhere photons of light
were emitted when any electron jumped from one orbit to arotRadiation from the
photosphere with exactly the right amount of energy couldlimorbed by an electron,
exciting it to a higher orbit. The ‘flash spectrum’ viewed igrthe initial stages of an
eclipse could be explained as the re-emission of light asléwtron decays to the lower
orbit. Viewed against the brighter solar surface this wawddnally appear as dark lines
in the solar spectrum. In the last few decades, the role af stiservations has moved
into new areas. It still has a vital role to play in astronomy,our only spatially re-
solvable star, in physics as the most stable and readiljad@iexample of plasma, the

fourth state of matter, and in the commercial areas of mylisamd communication.
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Solarwind
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Figure 1.3 A 3-dimensional view of the Sun showing the interior, prsmioere, chro-
mosphere and corona (Scientific American 2003)

1.2 The Solar Atmosphere

The visible surface of the Sun is a thin layer of plasma knowrih@ photosphere,
denotes the top of the solar interior (Figure 1.3) and is et limit of direct obser-

vations. As such the photosphere is best defined using bdapth,t,

z
T)\Z/ adz, (1.2

where g is the extinction coefficient at a wavelengtland z is a depth coordinate such
that z— —oo outside the Sun. The optical depth is essentially the numib®ean free
paths along the line of sight. For a larggohotons are absorbed and re-emitted numer-
ous times along the line of sight, and so the plasma is destteb optically thick. This
applies to the deep lying layers of the Sun. Photons origiga the core pass through
the radiative and convective zones, with the respectivespart mechanism dominat-

ing in each zone, before reaching the photosphere (Fig@)e The photosphere has
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a smallt, so most photons can travel directly to earth without beibgogbed. The
common definition of the photosphere is the layer from whiah bulk of the visible
photons are emitted, D< 1), < 3.0. As optical depth is a function of wavelength, it is
reasonable to refer to the visible photosphere, the irdragd photospheret cetera
Hence for the Sun, where the majority of photons are emittele visible wavelength,
the photosphere is often defined as the layer where lighteuairt 50003 (green) has

an optical depth of 2/31§o00= 2/3). The optical opacity of the photosphere and upper
solar interior is mainly due to the negative hydrogen ionemehthe second electron is
only loosely attached. A photon with a large range of ensrgan hence remove the

electron by absorption.

Above the photosphere the conditions change rapidly (Eigud). Moving up
through the chromosphere the electron density drops offewie temperature drops
to a minimum of 4200 K then gradually increases again. At gliteaf about 2000 km
above the photosphere the electron density decreases$ysharptemperature increases
dramatically from 25,000 K to a coronal temperature ¢f Kn a transition region only
a few hundred kilometers thick. This layer acts as an interfaetween the cool chro-
mosphere and the hot tenuous corona. The corona, only vievraim earth when the
photosphere is blocked out by a total eclipse or coronagraxtends out though the

solar system past Earth and on to the gas giants.

By careful comparison of atomic data with modelling of théas@tmosphere it is
possible to estimate the height of formation of the Frauaehbihes (Figure 1.4). The
VAL model (Vernazza, Avrett, & Loeser 1981) is the most widaked and complete
model of the origin of the absorption lines. This model is\ckrt by semi-empirically
inverting the observed extreme ultraviolet (EUV) line mtéies. The cores of the
stronger lines (Balmer lines, ionized calcium and magmayitorm mostly in the
chromosphere, whereas weaker lines (e.g., G-band) orgginam the low chromo-
sphere/photosphere. The transition region mostly emiiftiaviolet (UV) wavelengths

below 20004, which is strongly absorbed by the earth’s atmosphere. cbnena has
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increased UV, EUV and X-ray emission due to its high tempeeat However the
corona also emits a pair of visible continua, the K and F caeonThe low-intensity

K corona, which dominates nearer the Sun, is due to electrattesed light. Doppler
broadening due to the fast motion of the electrons remowe&taunhofer lines from
this continuum and polarizes the light. These scatteriagtedns must have extremely
high temperatures{ 2x10° K). The F corona comes from light scattered by dust par-
ticles and does contain the Fraunhofer lines. Severalagiies which could not be
attributed to any element known on earth were detected ir¢hpse of 1869. They
were attributed to a new element, ‘coronium’.The brightess were the green line
(5303A) and the red line (6374), with a few dozen fainter lines also discovered. The
actual source of these was finally explained by Edlin (1942 @rotian (1939) as due
to forbidden transitions in highly ionized iron (k&v and Fex respectively). The high
temperatures necessary to create these ionisation statete low densities to ensure
the forbidden transition from the metastable states, gexvifurther evidence of the

extraordinary conditions in the corona.

1.3 The Fraunhofer Lines

1.3.1 Photospheric Lines

By the equation of radiative transfer,

dl
T =K (1.2)

the change in intensity, |, at any wavelengthpver a distancex, is dependant on two
processes, absorption and emission. &hsorption coefficient,, is essentially the
fraction of energy removed from a beam, either by absorptioscattering, per unit

length. Theemission coefficiend,, is a measure of the amount of energy added to the
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Figure 1.4 Temperature stratification of the quiet Sun. Heights ofifation of several
Fraunhofer lines are indicated. (Vernazza, Avrett, & Lod€81)

beam. Thesource functionS,, is then the ratio of emission to absorption,

_

"k (1.3)

S)

In an ideal situation, where the atoms and photons of a gasoangletely interacting,

the Sun can be equated to a black body and hence the sour¢®ifucen be equated
to the Planck function. However for the Sun, where some tatliascapes, this can
only be achieved through the local thermodynamic equililr{LTE) approximation.

Here the source function is approximated to the Planck fonétt the local temperature
value. This is equivalent to the ‘grey atmosphere’ appration where the absorption
coefficient is independent of wavelength. The departurdéefsblar continuum curve
from that of a black body (Figure 1.2) is due to the fact thatdbsorption coefficient is

dependent on wavelength. For larger absorption coeffgieatliation is emitted from
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Figure 1.5 Line profiles of (a) Cal K and (b) Hh. The K3 core, K peaks, and K
wings of the Cal K are also noted in (a). The solar spectrum was obtained fham t
BASS2000 database and is normalised to continuum intensity

higher in the atmosphere, where the temperature is coaterds far up as the temper-
ature minimum). This applies to the wavelengths of the Hnater lines. Conversely
for other parts of the spectrum, radiation comes from lowehe atmosphere where
the temperature is hotter. As a result of this temperatuferdnce the total flux emit-
ted from the Sun in the Fraunhofer lines is lower than theinaoin, hence the lines

appear dark.

1.3.2 Chromospheric Lines

Although this simple explanation works well for weak and med strength lines, as
well as for the wings of stronger lines, the cores of the gjesines must be explained
differently. These lines are formed above the temperatimenmm in the mid and high
chromosphere (Figure 1.4). At these increased tempesatinelocal temperature, de-
scribing the speeds of atoms and ions, can be several huddgedes higher than the
the radiation temperature. Hence the source function ¢assequated to the Planck
function and the LTE approximation cannot be assumed. Lheesfall into one of two

categories, either photoelectrically or collisionallyntwlled. The Balmer K line is
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a good example of a photoelectrically controlled line. Astsuhe R line strength is
dominated by photon excitations, and hence is governeddigtran from the photo-
sphere, rather than the local temperature. Moving out flugrphotosphere, the source
function steadily decreases, resulting from the incrggamount of radiation escaping
into space (and hence decreasing emission coefficient).lifé@grofile of Hx (Fig-
ure 1.5b) is purely in absorption at line centre (formed acbi500 km) and moving
away from line centre corresponds to moving down througtatheosphere, where the
emission coefficient, and hence source function, is hightee. ionized calcium (Ca)

H and K lines are good examples of collisionally controllee$. Here the line is dom-
inated by electron collisions with the atom and hence resldet local temperature. As
the temperature increases moving out through the chroneospthe source function
also increases (due to increased emission). Around a hefgtR00 km the source
function decreases again, due to scattering. Hence thediree denoted K is formed
at 1900 km, the self reversed peaks on either sidg¢ éike mid-chromosphere, and the

line wings (K;) are formed around the temperature minimum (Figure 1.5a).

1.3.3 Magnetograms

Magnetic fields exist throughout the solar atmosphere andoeaimaged and
measured using the Zeeman splitting of Fraunhofer lines.Zdeman splitting comes
from the interaction of the external field with the magnetedicreated by the elec-
tron motion, resulting in a small positive or negative egergnsfer to the photons
emitted. As such, a single Fraunhofer line is split into twwonponents, with the sep-
aration proportional to the field strength (discussed firih Chapter 3). Iron is the
most popular choice for magnetograms, imaging the phosrgpmagnetic field, but
other Fraunhofer lines can also be used to image magnetis tietoughout the solar
atmosphere. The splitting increases linearly with wavgllengiving obvious benefits
from imaging in the red and infrared wavelengths. Solar netigriields are most con-

spicuous as sunspots in white light images, but smalleestalgnetic features can
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Figure 1.6 Diagram of the magnetic canopy effect as the field linesasporit. When
the field lines from neighbouring network regions meet, thigre atmosphere is mag-
netic. Also shown are p-modes and the formation of acousiiclss, discussed in
Chapter 2. (Schmieder 2001)

also be viewed in the wings ofdHor line centre of the G-band (the molecular band
head of the CH molecule). Typically sunspots have a fielchgtieof 3000 G, and
the smaller structures around 1000 G. These structuren aressure balance with the
surrounding environment, therefore the gas pressurednsigst be smaller than the
surrounding atmosphere, as the magnetic field exerts ati@dipressure. Hence the
structures are confined by the surrounding gas pressuréhamghbtosphere is locally
depressed within. For sunspots this is viewed as the Wilspnegsion. To compen-
sate for the reduced gas pressure in the upper atmosphereatireetic structures fan
out (Figure 1.6). Eventually around the high chromospheighbouring structures
meet, and the entire atmosphere is magnetic (Kopp & Kupe®68)1 Recent work
by Schrijver & Title (2003) question the validity of this tgmf canopy. They suggest
an alternative whereby field lines from the network conneth weaker fields in the

nearby internetwork.
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Figure 1.7: Granulation of the solar photosphere taken by the DunnrSalescope,
Sacramento Peak. This image, taken in a broad band visdie fiiter, covers an
area of 30 by 30’ on the solar disk. Typically, granules have a diameterdf.5”,
corresponding to 1100 km

1.4 Photospheric Features

1.4.1 Granulation

Viewed in white light or in the wings of strong Fraunhoferdsithe photosphere is cov-
ered in an irregular polygonal pattern known as granulategure 1.7). The granular
formation is due to the convective motion of the gas in the-gltospheric layers,
with the bright centre as upward flows and the dark lanes aswaavd flows. This
overturning fluid carries heat bodily to the solar surfaces the hot opaque gas ap-

proaches the photosphere it is exposed to the intersteltarum, cools suddenly and
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becomes transparent. This loss in energy corresponds wgh a density and the ver-
tical motion is decelerated and diverted into a horizontatiom. Further radiation of
energy leads to further increases in density and eventgedhyjity pulls the parcel back
down, along the intergranular lanes. In response to thisgas flows up to replace
it, and so the convective cycle is complete. This convedtow® is dominated by the
cooling at the photosphere. The increased density at therbatf the convective zone,
10° greater than at the photosphere, means the acceleratiamedative flow here is
10° times less than at the photosphere. This is unlike normalemiion (e.g., boiling

water), where the top and bottom of the flow contributes dgual

Granules vary in size from 150 km (current ground based lohdbservation) to
2500 km, with the majority around 1100 km diameter. Groungedaobservations
require careful selection of observation sights, usingirea frame selection (taking a
burst of hundreds of images and selecting the best imagbsg)speckle interferometry.
The convective motion exhibits vertical flows (measured mppler shifts) of around
2 km s peak to peak. The centre of the granules are typically 30¢htet than the
intergranular lanes, which corresponds-#00 K temperature difference by the Stefan-
Boltzmann law. Granules are born from fragments of othegdiagranules or from
the merging of smaller granules. After expansion, they digee by fragmentation,
merging, shrinking or dissolution. and have a typical iifeg, birth to death, of around

8—-20 minutes (Spruit, Nordlund, & Title 1990).

Larger scale convective cells have been the topic of muchtdgblathawayet al.
2000). A second, larger, supergranular cell was discovieyedart (1954) and later
associated with convection by Leighton, Noyes, & Simon @)9dt was discovered
in the Doppler shifted velocity images of Fraunhofer lindhese images suggested
horizontal velocities parallel to the surface of aroundlkm s2, leading to large cells
of around 30,000 km with a lifetime of about one day. Recentkwary Hagenaar,
Schrijver, & Title (1997) suggest this may be overestimasel propose a typical cell

diameter of around 15,000 km. These larger cells carry tlalengranules like flotsam
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carried along a river, and hence the horizontal flows can é&ed by measuring the
granular motion. This motion also carries magnetic flux sylmehich meet at the super-
granular boundaries and fall. Some flux remains which molesyahe boundaries to
vertices, where the downflow is concentrated into small jgisyroften with a vortex mo-
tion. Due to this concentration of magnetic flux, superglancells are spatially related
to high chromospheric structure (Section 1.5.3), but thedaces their origins below
that of granulation. Simon & Weiss (1968) suggested diffecell sizes on the Sun are
each excited by various ionisation/recombination lay@manulation was attributed to
recombination of hydrogen at a depth of 1,000 km below thi&asarand supergranules
attributed to recombination of helium at a depth of 15,000 Kmio further cells sizes
were predicted, a 5000 km cell due to recombination of heb® 000 km depth and
a much larger cell due to recombination of metals at 200,00@&pth (the base of the
convection zone). These were later foundreessogranule@Novemberet al. 1981) and
giant cells(Beck, Duvall & Scherrer 1998). The mesogranular flow can lb&eoved
as regions of converging and diverging horizontal flow ofuaua 5,000 to 10,000 km.
Bright, long-lived, rapidly expanding granules, normaith dark centres, are pref-
erentially found in upflowing mesogranular centres, whesgzontal flows diverge.
Small, faint, short-lived granules are preferentiallyidun downflowing mesogran-
ular boundaries, where horizontal flows converge. New afagiens and simulations
suggest cells are more 'pancake shaped’ with structurehdeparound 1/4 to 1/2 of
their diameter (Simon 2001). As such, granules are formedrat 100 km depth and
supergranules around 5000 — 10,000 km. Some authors (ewdjdret al. 1999) argue
that the the fact that mesogranular parameters (e.g.,itiellifetime) are dependant on
the chosen filters suggests that mesogranulation may poeein artifact of the data
reduction. Hathawagt al. (2000) have further suggested that mesogranules are simply
large granules (or small supergranules) and giant celldaage supergranules. The
driving mechanism behind these large convection cells,factbrs determining their

size (or various sizes) remain unanswered.
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1.4.2 Magnetic Structure

The sunspots which blemish the solar surface are areas lofiagnetic flux, and can
be classified according to their appearance, complexitynaagihetic structure. They
are cooler than the surrounding photosphere so appear damkages taken in the vis-
ible continuum. A record of the monthly total number of surtsded to the discovery
of the well known eleven—year active—cycle of the Sun. Satsspre part of a group
of larger areas known axctive regions Active regions comprise all phenomena asso-
ciated with emergent flux and many active regions exist witlpyoducing sunspots.
Sunspots and active regions generally occur at low latguddnereas shorter lived,
smaller scale, magnetic areas knowneghiemeralctive regions are evident over a
higher latitude spread. The organisational quality of thpesgranular flow tends to
concentrate the magnetic field into the cell boundaries.tiBafinite efficiency of this
process means there is some remnant field. This left overdisddtually reaches an
equilibrium with the convective and turbulent motions ahig treates a third scale of
magnetic field known as thatranetworkor internetwork studies of which can only
be achieved with deep magnetograms which have high spasialution and long ex-
posure times. Unfortunately the small structures alsovevolier short timespans so
further progress in this field will require achieving the ided spatial resolution with-

out trading off temporal resolution.

Images in the cores of weak lines, especially the G-bandy simeall features as-
sociated with increased magnetic field. A pattern of strioigsmall bright points can
be found strung along intergranular lanes. THédggee can be found in the quiet Sun
at supergranular boundaries, and in active regioria@dae Each bright point can be
spatially associated with a magnetic element of nearly #meessize. Magnetic tubes
of around 1000 G are concentrated by compression of comgegganules in a diam-
eter of around 400 km. This results in a large flux ot Mx. Because of this strong
interaction with energetic granules, filigree are unstahlle a mean lifetime of around

five minutes, and usually appearing in a dark junction of sshgranules, concentrat-
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Figure 1.8 Imaging throughout the solar atmosphere. All images waken by the
Dunn Solar Telescope, Sacramento Peak and are of the saiore aédisk centre with
a field of view of 120 by 120'. Images in the core of thedHine are chromospheric.
However moving away from disk centre, images are incre&sipigotospheric. At A
into the blue wing, granulation dominates the images, sintd images taken in the

continuum

ing the field further. The gas inside the filigree is heatedh®/das outside, due to
its higher pressure. A combination of this along with thet that deeper layers are
viewed creates the brightness. The strong correlation malnetic elements means
filigree can be used to track chaotic flux. Magnetic wavesisirarse to the field, are
generated by this chaotic motion at the top of the conveaome and move up through
to the corona with an exponential growth of amplitude. uaton of energy by these

magnetohydrodynamic waves is suggested as a possibleattieating mechanism.
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1.5 Chromospheric Features

1.5.1 Fine Structure

The most useful lines for imaging the chromosphere axeakid Cail H and K. As
explained in Section 1.3.2, moving from line centre to thagsi of these lines corre-
sponds to imaging different heights in the atmosphere (EidLB). Images in Kshow

a series of bright and dark patches over the surface. Thatdegtures are known
asmottles These are areas of large brightness contrast which linktheg to form a
guasi-regular pattern around and above supergranuleslaides features are coarse
mottles, also known in literature #lscculi. They combine to form the chromospheric
network (Section 1.5.3). Each mottle consists of severghbifine mottles, around
7000 km long and 700 km in diameter. Images im ¢bntain additional contribution
from higher levels (due to higher excitation energy). knlihe centre, fine mottles can
be bright (low-lying) or dark (height 3000 km), the latter sometimes showing frag-
mentation. In the wing of this line (Figure 1.8), fine mottées always darkRosettes
are formed when alternate dark and bright fine mottles radiatn a common centre,
where the common centre makes up part of the network. Tyfilmalmottles have
a lifetime of 12-20 minutes. They are sites of upward and deawvd motions which
can be regarded as cylinders less than 1000 km thick, witmpeeature in the range of
5000 — 15000 K. The dark/bright contrast is due to an increagas pressurespicules
are limb structures 0£10,000 K, up to 1500 km across which extend 10,000 km into
the corona, with a typical upward velocity of 20 km's This upflow could fill the
corona in three hours, and so requires a mass flow back dowthatchromosphere.
Often spicules, and the downflow corresponding to them, @rbw@ed to mottles on
the limb. In the centre of each cell smaller features can bedo The H violet
wing shows small (1000 km) dark features associated withemg\flow. In Call lines,
bright grainsare found which increase and decrease in brightness peaitydover a

few minutes. In the network, these are found to be spatiahecent with small mag-
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netic elements which collide and reconnect. The brightnessbe due to heating after

magnetic reconnection, where magnetic flux is turned intd (@hapter 2).

1.5.2 Active Regions

Across the solar disk, brigiplagesare found in a granular structure in the vicinity of
active regions. These are areas of higher temperature awstydthan the surrounding
areas, caused by the enhanced magnetic field of the actimmrdgne darkibrils are
found arranged in a radial or spiral pattern around sunsptsa clockwise rotation in
the southern hemisphere, and a counter-clockwise patiaireinorthern hemisphere.
These are much longer-@0,000 km) than quiet-Sun mottles. The fibrils have been
shown to connect areas of opposite magnetic polarity, aadiggned with the local
magnetic field. On the other hand, long délkmentamark lines of magnetic inversion.
They can be found winding throughout active regions, ofté wne end close to a
sunspot. An active region starts as a brightening in the ortwottles, followed by
plage filling in the network cell. Sunspots and flares folloithim a few days. Newly
emerging bipolar regions are connected by low-lying ara@mfénts. The arch filaments
bring up the denser material from the lower atmosphere. é&etids of these loops the
material is pulled back down, due to gravity. This is viewsdsenall brightEllerman
bombswhich show up in the wing of b (with the rapid changes associated with quiet
and active region chromospheric fine structure it is impurta remember many of
the structures will be Doppler shifted to the wings of absorplines). Shearing and
twisting of flux tubes in and around active regions also setswrrents along field
lines. On a larger scale, the differential rotation of th@ 8wduces an extended current
system. A third system of currents is due to the large comdtycbf the atmosphere

such that field structures cannot relax to a current free stat
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Figure 1.9 Top rowt: SoHOMDI magnetogram and continuum image of active region
NOAA 10486 - the magnetic mixing around (350,-350) mearssriion was assigned
apyd classification. Middle left GOESX-ray flux. The large X-class (X17.2) flare on
28 Oct 2003 came from NOAA 10486. Middle rightSoHOLAsco C2 image of the
CME associated with the X17.2 flare. Bottom fef@urora in Glengormley, N.Ireland
as particles from the CME slammed into the earth’s atmospher

limages fromSoHOand courtesy of Peter Gallagher. (http:/http://beaaiscom.nasa.gov/arm/)
2Data from Space Environment Centre. (http://sec.noad.gov

3SoHOiImage. (http://sohowww.nascom.nasa.gov/)

4lmage courtesy of A. Fitzsimmons.
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The magnetic field above active regions extends into thenegr@here reconnec-
tion between twisted field lines can lead to solar flares §P& Forbes 2002), and
occasionally to coronal mass ejections (CMEs). When edireted these can cause
severe damage to satellites, astronauts and power gridszause the aurora in the
earth’s atmosphere. Figure 1.9 shows how the Michelson [oppager (DI; Scher-
rer et al. 1995) and Large Angle Spectroscopic Coronagragts€o; Brueckneret
al. 1995) on board the Solar and Heliospheric Observa8o#Q Fleck, Domingo, &

Poland 1995) can be used to study these explosive events.

1.5.3 Chromospheric Network

The chromospheric network is highly co-spatial with the folspheric supergranula-
tion and dynamic over a timescale of hours. Evolution ocbyrthe appearance of new
field in the centre, migration to the boundaries, furthernatign along the boundaries
and eventual disappearance (Schrijver, Hagenaar, & T ;1Hagenaaet al. 1999).
The cell is dominated the appearance of many small, upfloe@rgres of magnetic
field, known as the internetwork (Section 1.4.2). Lites,tRut & Kalkofen (1993)
point out that the network viewed is not a mosaic of reguldiscenstead it is a sys-
tem of irregular patterns without actual well-defined iesid As such, the use of the
terms ‘intranetwork’, along with ‘cell boundary’ and ‘cefiterior’, are not appropri-
ate. However the use of these terms is still in common practi@n the granulation
scale, granular buffeting moves these magnetic regiongam@om walk. Across the
supergranules the flow patterns have a longer lifetime, dnéme magnetic regions are
eventually collected in the network and move along it. Altimg network these regions
may interact; opposite polarities may meet and reconnact,sa vanish; some may
split into two or more regions (fragmentation); two regimighe same polarity may

meet and merge.

The precise co-spatiality with the photospheric magnegisvork can be used to
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find the polarity of the network regions in the chromosphédrkey tend to be mixed
in the quiet Sun and unipolar at the poles, near active regi@mnnear previous active
regions. The K index (the strength of the centrallite in a 1A band) is a measure
of the intensity of regions in the chromosphere. In quietaeg/the K index increases
linearly with magnetic flux density. In the network regiorsghly magnetized) the
K index increases with magnetic flux density with an indexsldsan unity. This is

an indication of these regions spreading out horizontalti mcreasing height. (Fig-
ure 1.6). Eventually the field lines form a canopy over inédwork regions at a height

of 2000 km (Section 1.3.3).

1.6 The Chromospheric Heating Problem

The increase in temperature in the chromosphere, transégion and corona must be
explained by some non-radiative form of energy. If radiatias the only energy being
transported through the atmosphere, the temperaturedsteatease further out from
the core, as more energy is escaping. An extra heating mischanust exist, which
will provide energy for atoms to become excited and decais process of absorption
and decay acts as a thermostat for the lower chromosphetés aminly provided by
hydrogen atoms (providing the red chromosphere duringseliotality in H). When
the supply of hydrogen atoms runs out the temperature isesesharply, marking the
transition zone. A further thermostat is provided in theotar by the large number of

highly ionized atoms. This provides a second temperatateal.

One of the most controversial areas in solar physics at threenois the necessity
of the existence of a temperature minimum at all (Figure )1.TBe rise in temperature
around 500 km is a direct result of the VAL model (Vernaztal. 1981) and later in
the FAL model (Fontenla, Avrett, & Loeser 1993) to explaie thromospheric emis-
sion in EUV lines and was generally accepted for many yeatmsthneider (1970)

suggested short period-(30 s) waves shocking in the chromosphere to explain this,



1.6 The Chromospheric Heating Problem 22

8000

<

m

3

@

@

o

£

’ J
4000 ~- HOLMUL, RE, CO

VAL
0 500 1000
height (km)

Figure 1.1Q Depiction of temperature stratification of various modeighe lower

solar atmosphere. Both the VAL and FAL models require a msé&mperature to
account for excess EUV emission in the internetwork (IN)e HOLMUG, RE and

CO models suggest a cool atmosphere. The network (NW) stllires a (deeper)
temperature rise. (Rutten 1998)

but no observation evidence could be found. In contrasyipue stellar-like classi-
cal radiative equilibrium (RE) models (e.g., Gustafssonatgénsen 1994), and the

HOLMUL model (Holweger & Muller 1974) showed no need for anygerature rise.

Modelling of internetwork grains (Carlsson & Stein 19929%91997) suggested
the temperature rise was purely a inversion techniqueaattif They suggested that
acoustic shocks in the internetwork may intermittentlythlka chromosphere, without
significantly increasing the average temperature. HoweatddV wavelengths, they
may be sufficiently bright to as to require a temperaturewisen inverted as in the VAL
and FAL models. The idea of a cool atmosphere with intermittdocks also agrees
with models derived from the CO line formation (e.g., Ayr@81). Other authors (e.g.,

Kalkofen, Ulmschneider, & Avrett 1999) question the valyhf this model.
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1.6.1 Network Heating

Although the Carlsson & Stein model explains the internekvgpains, it is still appar-
ent the network requires an extra heating mechanism. Pedposating mechanisms
can broadly be divided into two categories, namadtgrnating currenfAC) anddirect
current(DC). Direct current (DC) mechanisms involve current seedth timescales
longer than the dissipation time, whereby the energy stiorédae magnetic field is di-
rectly dissipated. DC mechanisms can be further subdividedhose which dissipate
energy by field aligned currents (Spicer 1991) and those evtrents are perpendic-
ular to the field (e.g., nanoflares - Parker 1988). AC mechasiavolve waves which
are guided by the magnetic field and dissipated in timescalegparable to the period.
These have three common factors, namely the generatiopagation and dissipation
of waves. The various modes of waves and how they may infludecgglasma through
which they propagate are described in the next chapter ¢alsoeviews by Rutten &
Uitenbroek 1991; Rutten 1999).

1.7 Outline of this Thesis

The aim of the work for this thesis was to use multi-wavelangarrowband images
of the chromosphere to search for the possible oscillaigness of AC heating mech-
anisms. There are several reasons for specifically studipigmghromosphere. From
a theoretical perspective, it is the boundary between ttezior (dominated by fluid
motions and gas pressure) and the magnetically dominated@&oAs an introduction
to this background theory, Chapter 2 contains a summaryeoétiuations which ex-
plain the various modes of waves possible in a stratified ne@ged plasma such as the
chromosphere. A brief overview of the fundamental equatisrprovided, along with

a description of wave propagation in homogeneous and ingemepus plasmas.

From an observational aspect, the chromosphere providesaseptical Fraun-
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hofer lines, and UV continuum. Chapter 3 contains a desonpif the experimental
set-up used in an observing run at Dunn Solar Telescope éiNdtSolar Observatory,
designed to observe the same region of the quiet Sun in as amital wavelengths
as possible, whilst still maintaining a sufficiently highdeace. As the earth’s atmo-
sphere absorbs UV continuum, it is necessary to use datadpace-based instrument
to observe the Sun in this part of the electromagnetic spectHence Chapter 3 also

contains a description of thERACE spacecraft, and imaging in the UV.

Chapter 4 discusses novel image segmentation and sttistialysis techniques
used to study oscillations in the chromospheric networkgiedsin Cail K3. Specif-
ically the ‘contour and contrast’ technique is used to safgaoscillations in network
bright points from those of other solar (e.qg., internetwpdk of non-solar (e.g., earth’s
atmosphere) origin. This work is extended to search forllaticns at several heights
in the chromosphere in Chapter 5. Wavelet analysis routinesused to search for
correlated oscillations across all frequencies, which mesylt from waves travelling

through the chromosphere. This is used to test several dspmeric heating theories.

Chapter 6 uses an automated wavelet analysis techniquarthder intensity os-
cillations in UV passband data. This extends previous Eowmnalysis of this work
into the time-localised domain. Differing oscillatory sggs in the network and the in-
ternetwork at various atmospheric heights are found to Oeative of differing wave
modes and heating mechanisms in these two regions. Theeacarof oscillations of

various periodicities and lifetimes are discussed in tesfgevious work.

Finally, Chapter 7 summarises the conclusions of this shesid suggests future

directions of this project.



Chapter 2

Wave Heating of the Chromosphere
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If the Sun did not have a magnetic field it would be as unintergs star as most
night time observers believe it to be

- R. Leighton

The majority of solar structure and phenomena are a restieahteraction of the
solar plasma with the magnetic field (Osterbrock 1961). Snielnactions are governed
by a set of equations known collectively as magnetohydradyos (MHD). These are
a combination of the equations of electric and magneticdjedahd those of fluid dy-
namics. Using simple approximations and combining lireeattiversions of these equa-
tions leads to wave dispersion relationships which desdhlke behaviour of a plasma
in a magnetic field. This chapter contains a brief summarye$¢ equations and the
properties of the wave modes which arise from them in bothradgneous and inho-

mogeneous plasma.

2.1 Maxwell's Equations

The set of equations describing the behaviour of the etefitrid, E, magnetic field,
B (actuallyB is magnetic induction but is commonly referred to as magrfetid in
astrophysics), and current densitywere first combined by Maxwell (1873). These

are as follows. Firstly, Poisson’s equation,
O.E=—, (2.2)
wherep® is charge density ang} is the permittivity of free space. This states that a net

charge will act as a source for an electric field. Secondlsadiay’s law,

0B
OxE=—=". (2.2)
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which states that a change in magnetic field with time willquoe an electric field.

Thirdly, Ampere’s law,
1 0E

which states that either a current, or time-varying eledteld will produce a magnetic
field. In this equationy is the magnetic permeability of free space, related to teedp

of light, c, by,
1
2
cc=——. 2.4
1020 (2.4)
Under the MHD approximation, whereby plasma velocitiesare much less than the

speed of light, the second term on the RHS of Egn. 2.3 is ighdfmally, Gauss’ law,
0.B=0, (2.5)

such that there are no magnetic monopoles. In addition tiothreMaxwell’s equations
above, Ohm’s law states that, in a frame of reference moviitly the plasma, the
current density is proportional to the sum of the electrildfetue to the movement of
the plasmay( x B) plus the electric field which would act on it at ret,i.e.,

j=0(E+vxB) (2.6)

’

wherea is electrical conductivity.

2.1.1 The Induction Equation

The electric field can be eliminated between Faraday’s lav@mm’s law to give,

0B '
E_Dx(va)—Dx

j
- 2.7)
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This reduces, by Ampere’s law, to,

B

5 = 0% (vxB)—Ox (n0xB) (2.8)

3

wheren = 1/(poo) is magnetic diffusivity. By simple use of a vector identitiging

Gauss's law, and assuming constamthis further reduces to,

%—?:Dx(vxs)mmz& (2.9)

which is known as the induction equation. This states thatallchange in the mag-
netic field is due to both convection and diffusion. The maigrneeynolds number is
the ratio of the convective to the diffusive term,

_ Ox(vxB)

Rn=—"czg (2.10)

and is an indication of the coupling between the plasma floavtae magnetic field.

This can simply be approximated to,
Rn=—, (2.112)

for length scalelp, and plasma speedy.v

For largeRy, (> 1), as found in most astrophysical cases, the convective ter
dominates in Egn. 2.9, and the field lines move as if they arzefr into the plasma
(Alfvén, 1943) with typical timescaleg = lo/vo. For smallRy, (< 1), typically found
in laboratory plasmas, the diffusion term dominates and‘faaks’ with typical ohmic
diffusion timescales then given by = 1%/n. For typical solar photospheric values
(Vvo~10 ms i, n~10® m? s 1), Ry becomes less than unitig & tc) for lg ~ 100 m,

ohmic dissipation becomes important, and magnetic reatimmemay occur.

Un fact n varies with both temperature and density, fremi0® m? s~ in the photosphere te-
1 m? s~tin the corona (Priest 1982).
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2.2 Fluid Dynamics

This section describes the three basic equations of fluiduyes. In each case the
equation is initially stated in itsnaterial time derivativgD/Dt) form, and changed

into thepartial derivative(d/0dt) form via,

D o

wherev is plasma velocity as before.

2.2.1 Equation of Mass Continuity

The equation of mass conservation is,

Dp

By use of a vector identity, Eqn. 2.13 may be expressed as,

%—?%—D.pv:o. (2.14)

This simply states that, at any point, the density incredgbsre is material flow into
the region §p/ot > 0 for O.pv < 0) and decreases with material flow away from the

region (i.e., positive divergence).

2.2.2 Equation of Energy Conservation

The fundamental heat equation is given as,

Ds
T—=—-L, 2.15
TS, =L (2.15)
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where s is entropy per unit mass, and simply states that teeofancrease of heat is
due toL, the net effect of all sources and sinks of energy. By usirgfitlst law of

thermodynamics it can be shown that Eqn. 2.15 can be rewiiita concise form,

p¥ D (p) _
1Dt (p_y> =L, (2.16)

wherepis pressure angis the ratio of specific heats (polytropic index). For a thailfgn

isolated plasma such that no heat is exchanged @), Egn. 2.16 reduces to,

D/p
which may be expressed as,
oP > (0P B

2.2.3 Equation of Momentum Conservation
By Newton’s second law the equation of motion may be writtgn a
Dv .

whereFy is the force due to gravity (viscosity is neglected). This, force per unit
volume (LHS) is equal to the summation of forces given by asfuwee gradient, a
Lorentz force, and gravity. This equation connects the flawmtions to Maxwell’'s

equations via thgx B term. By assuming a gravitational force of the fdfg= —pg(2)

(wherez is the outward normal from the solar surface) this becomes,

p[[))—\t/:—DpH xB—pgz. (2.20)

By simple use of Ampere’s law (Eqn. 2.3) and a vector identitg Lorentz force
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in Eqn. 2.20 reduces to,
(B.0)B - B?

x B = —U—.
Ho 2o

(2.21)

The first term on the RHS represents a force due to magnetswtenparallel toB,
which results from the curvature of the magnetic field lin€ke second term on the
RHS is a scalar magnetic pressure force. The pldsparameter is the ratio of the the
plasma pressure to this magnetic pressure and is given by,

_ 2lop

B="5 - (2.22)

So for3 > 1 pressure dominates, whereasffot 1 magnetism dominates.

When the plasma flow speed is less than the sound speednAiped and free-fall
speed, magnetohydrostatic equilibrium exists and theefoirt Eqn. 2.20 balance. In a
direction perpendicular to the field linas,and substituting for the Lorentz force from
Eqn. 2.21, Eqgn. 2.20 reduces to,

] B2

2 <p+ﬂ> 0. (2.23)

Define a thin flux tube such that the internal and externalsomes arep; and pe re-
spectively, such that thietal pressure inside and outside the tube is the same, i.e.,
BZ
=pi+=—". 2.24
Pe = Pi + 20 ( )
Hencep; will be less thanpe, the internal mass density will also be lower than the
external mass density, and (assuming thermal balance)ukeulbe will rise. Thus
magnetic buoyancy will cause magnetic flux tubes in the cotinwe zone to rise to the

surface.
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2.3 Waves

Waves in a medium are the direct result of periodic pertimbat The basic modes of
waves are classified by their restoring forces, which in awiecous, perfectly con-
ducting plasma are gravity, pressure, and magnetism. Alsaselcting individually,
these may act in three sets of pairs or all at once. This sectiotains a brief summary
of the general dispersion relation for each mode of wavdou@d by a qualitative
description of the multi-force modes. For a more detailestdption the reader is re-
ferred to any MHD textbook (e.g., Priest 1982, Choudhuri8)3®9 Stein & Leibacher
(1974).

2.3.1 Acoustic Velocity & the Klein Gordon Equation

Initially | will neglect the magnetic field, and concentrate the effects of sound waves
in a stratified atmosphere (i.e., $t0). Assume a simple adiabatic expansion of the
form,

p=ApY, (2.25)

where A is a constant. Taking the gradient of both sides sfeéquation leads to,

Op = c&0p, (2.26)

where the acoustic velocitgg, is given by,

2 YP_ YKl (2.27)

ump

whereKg is the Boltzmann constanfi is the mean molecular weight, ama}, is the
proton mass. Henags 0 T%° and varies from around 9 knt §in the photosphere to

over 200 km s in the corona.
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Under hydrostatic equilibrium conditions, Eqn. 2.20 beesm

Op= —poz. (2.28)

Using the ideal gas equation, and for an isothermal meditetifgtd in the z axis, this

can simply be integrated to obtain (Roberts 2003),

p(2) = p(0)e ¥ (2.29)
0@ = p0) 1 Ved (2.30)
HD)© '

where H is the pressure scale height,

- P _RT (2.31)
Pog g
typically around 150 km in the photosphere. Hence pressuitedansity both fall off
exponentially with height. Furthermore, by consideringaitemporal perturbations
in the z axis, it can be shown that acoustic type waves wilyabe Klein Gordon
equation (Lamb 1909; Roberts 2003) whereby,
*Q  ,0°Q

2 —cS@JrQZQ: 0, (2.32)

whereQ has frequency dimensions, and the initial perturbations djrectly propor-
tional to the new term, Q, such thaf 0 p~%°|Q|. Hence a typical photospheric ve-
locity of around 1 km st will rapidly increase to a value approaching the sound speed
within 600 km (4 scale heights approximates tearZrease), leading to the possibility

of damping mechanisms (e.g., wave shocks (Section 2.5)).

The Q term in the Klein Gordon equation (2.32) introduces a timésonto the

perturbations. Assume a solution to Eqn. 2.32 of the form,

Q(zt) = Qe @) | (2.33)
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wherew is the angular frequency=2mnv) andk; is the wavenumberf 21t/A). Hence

0

5 — —lwandl — ik in Egn. 2.32, which becomes,

w? = k2ci+ Q2. (2.34)

From Eqn. 2.34, it is clear that real solutions only existfalues ofw greater tharf,
otherwise waves are evanescent (kes: 0). Thisacoustic cut-off frequendyg defined
as,

T 2H

which leads tw,: ~ 5 mHz around temperature minimum.

The increased temperature in the solar interior forms acgWe boundary for
acoustic waves. A second boundary is formed at the photosplue to a sharp density
gradient. Waves with a frequency above the acoustic cuanfiescape the photospheric
boundary, otherwise they will be reflected back toward tlsemant cavity and form a

standing wave (and studied as p-modes in helioseismology).

It can be shown (e.g., Lamb 1932; Erdélyi 1954) that the ilsipe generation of
a wave will lead to a wavefront propagating with veloaity Ahead of this wavefront
the medium will be at rest, but the trailing wake of the wawafrwill be oscillating at
the characteristic frequend§. In addition the amplitude of this oscillation will decay
in time as the wavefront moves through the medium. This isatly analogy with the

inhomogeneous case (Section 2.4).

2.3.2 Acoustic, Gravity, & Acoustic-Gravity Waves

Assume a plasma with no magnetic fieREQ) at rest with constant density, under-
goes a small perturbation (subscripts 1) resulting in anpéafiow such that,
P=pPo+P1,

V =Vj,
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Differentiating Egn. 2.20 with respect to time, substitgtiinearised forms of Eqn. 2.14
and Egn. 2.18, and assuming an isothermal, gravitatiostilyified atmosphere as be-

fore leads to a generalised wave equation,

02v1

=7 cZ0(0.v1) + (y— 1)g2(0.v1) 4+ g0vy, = 0. (2.36)

Once again plane wave solutions farexist of of the form,

vi(r,t) = viekr— (2.37)

3

where propagation is along the wavevedtde= kk). Hence, as befor% — —iwand

00— ik in Egn. 2.36, which becomes,
wvy — ek (k.va) —i(y— 1)g2(k.v1) +igkvi; =0, (2.38)

which forms the basis for discussing acoustic and gravityesa

2.3.2.1 Acoustic waves

When pressure is the only restoring force (i.e., g=0), E(38 Becomes,
w?vi —c2k(k.vy) =0, (2.39)

and assuming a compressible gas (Levy # 0), this simplifies by taking the square
root of the dot product witk to,

w = Kcs, (2.40)

the dispersion relation for acoustic waves. Hence acowsties are longitudinal/ is
alongk), non-dispersive (phase velocity v ¥ = cs, and group velocity y= 52 = cs

are equal), and isotropic (phase speed does not varykyith
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2.3.2.2 Gravity Waves

When gravity is the only restoring force, Eqn. 2.38, aftéirg the dot product witt
and withz, and some rearrangement becomes,
k2

W= (Y- 1g*(1-15) (2.41)

wherek; is the component df alongz, and which further simplifies to,
W= weySinB;, (2.42)

wheref; is the angle betweekandz, andwgy is the Brunt-Vaisala frequency,

y=1¢’ . (2.43)

Itis clear from Eqgn. 2.42 that gravity waves are dispersiyevaries with wavelength),
and anisotropic (y varies withk). In addition gravity waves can only propagate with
angular frequencies less thag, and cannot propagate vertical§ & 0). The group
velocity is also perpendicular to the phase velocity suahwhen waves are upwardly-

propagating, energy is downwardly-propagating.

2.3.2.3 Acoustic-Gravity Waves

Under the combined forces of pressure and gravity, the twdem@emain distinct.
Figure 2.1 shows the dispersion relation for waves propagat the vertical direction
(i.e., along the z axis). Acoustic waves propagateuwiar wyc, With group and phase
velocity greater and less than the sound speed respeciarelyapproaching zero and
infinity at wyc respectively. At high frequencies, the waves are purelysiio. Gravity
waves are propagating foy < wgy, with phase and group velocity less than the sound

speed. For largky, the waves are purely gravitational. The acoustic cutsfarger
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Figure 2.1 Acoustic-gravity dispersion diagram (courtesy of PaullyJa Waves are
propagating in the acoustic and gravity dominated regirBesween these, waves are
evanescent.

than the Brunt-Vaisala frequency by a factor,

Wac _ Cs Cs Y
—ac _ > = , 2.44
wev 2 (y-1)V%g  2(y- 112’ (249

which is ~ 1.02 fory = 5/3. Between the acoustic and gravity dominated regimes,

waves are evanescent.

2.3.3 Magnetic Waves

By neglecting gravity, but now including magnetism, a plasat rest with constant
density,po, and uniform magnetic field3g, undergoes a small perturbation (subscripts
1) resulting in a plasma flow such that

B=Bo+B1

P=pPo+pP1

V=V



2.3 Waves 38

Differentiating Egn. 2.20 with respect to time, and subsiig linearised forms of

Egns. 2.9 (with a larg&), 2.14 & 2.18 leads to a second generalised wave equa-

tion,
0%V, Bo
ﬁ—c%D(D.vl)—(Dx(Dx(leBo)))x@:O. (2.45)
Assuming a plane wave solution, as for Eqn. 2.36, leads to,
2 2 Bo
(,OV]_—CSk(k.Vl)—(kX(kX(V]_X Bo)))x—o =0. (2.46)

2.3.3.1 Alfven Waves

As discussed in Section 2.2.3 the Lorentz force can be irdeyg as the sum of a
magnetic tension (B/po) and a magnetic pressure?Ryo). By analogy with a string

under tension, this will permit transverse waves with arvédf velocity, w, given by,

. 1/2 2\ 1/2
tension B
(G~ o) A4

When the magnetic field is the only restoring force, Eqn. 2ethices to,

Q)2V1: (kX(kX(V1><éo)))><V?&éo , (2.48)

which can be reduced by vector identity to,

(k.va)(w? —k?vZ) =0, (2.49)

which has two distinct solutions. Férv, = 0, Eqn. 2.48 (after multiplying out the
vector products) becomes

W= kvaco9pg , (2.50)

wherefg is the angle betwednhandBy. This is the shear Alfvén wave, with a phase ve-

locity which is just the Alfvén velocity along the magnetield and zero perpendicular
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to it, and a group velocity which is always directed alongriegnetic field. Thé.vq
= 0 property means that the velocity is perpendicular to ihecton of propagation,
hence the waves are transverse. The second solabienkva, is the compressional

Alfvén wave, which propagates isotropically.

2.3.3.2 Magneto-Acoustic Waves

By taking the scale product of Egn. 2.46 wklandBy in turn leads to a pair of equa-

tions which combine to give,
w* — w? (4 va)k?+ civak?cosBg = 0, (2.51)

and (fork.vy = 0) the Alfvén wave of Eqn. 2.50. As Eqn. 2.51 is quadrati(iA/k?)
the solutions are simply,

(2)7 = 2B+ V2 = 5B +R)? ~ 4ckvicod0) (2.52)

yielding two outwardly propagating waves termed the fastdemand the slow-mode
(defined by their phase velocity) in addition to the Alfvéawe. The characteristics of
each type of wave in a strong and weak magnetic field are suisedan Table 2.1.
Essentially, the fast- and slow-mode waves may be regaslacdaund wave modified
by the magnetic field, and an Alfvén wave modified by the pressin the limits ofB
=0 orp =0, the fast-mode becomes a sound wave or Alfvén wave régplgcand the

slow-mode vanishes.

2.3.3.3 Magneto-Gravity Waves

Under the combined forces of magnetism and gravity the twdea@gain remain dis-
tinct. Gravity waves can propagate at frequencies less diggnat small horizontal

wavevector (essentially the Lorentz force opposes thewese variation), and at fre-
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Table 2.2 Summary of magneto-acoustic modes. Direction of propagaand dom-
inant restoring force and velocity of waves with strong arehlv magnetic fields are
given. (after Stein & Leibacher 1974)

Mode Propagation Magnetic Field
of Wave Direction Strong Weak
Alfvén  alongB Magnetic Tension, §¥
Fast Isotropic Magnetic Pressure Gas Pressure
~Va ~Cs
Slow approximately Gas Pressure Magnetic Tension
alongB ~Cs ~Va

guencies greater thalilvf (Lou 1995). There are also a pair of upward- and downward-

propagating waves at frequencies greater and lesuipamespectively.

2.3.3.4 Magneto-Acoustic-Gravity Waves

When all three forces act together the behaviour is much gmrelicated. In general,

at high frequencies{ > wgy) the modes are similar to the fast and slow mode magneto-
acoustic waves, with the frequency cut-off dependant omiagnetic field. At low
frequencies, the gravity mode is cut-off at lakgdyy the magnetic field (as in magneto-
gravity), and at smalk by pressure (as in acoustic-gravity waves) (Stein & Leileach

1974).

2.4 Inhomogeneous Plasmas

For a homogeneous plasma, the velocity, wf magneto-acoustic wave propagation

normal to the magnetic field, is obtained by analogy with Exja3 and Eqn. 2.26, as,

BZ
O <p+ ﬁ) =vip, (2.53)
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EW K

Figure 2.2 The three modes of waves in a thin flux tube. Left to Right: $hesage
(longitudinal) mode, the kink (transverse) mode and the/é&if (rotational) mode. In
each case the magnetic field is directed along the z axis ifiN&rAgarwal 1994)

which reduces to (Narain & Agarwal 1994),

V3 =c3+Va. (2.54)

In general, MHD waves in a homogeneous plasma may be anmathut will always

be non-dispersive.

Although MHD waves are extremely complex in the chromospl{&osenthakt
al. 2002), much progress has been made in the study of thin flesturbthis region
of the atmosphere (e.g., Spruit 1981a; 1981b). This is aediby assuming magnetic
field lines are confined in thin tubes creating an inhomoges@tasma in which var-
ious waves modes may exist. These wave modes are dispevbivd, will allow for

formation of wave packets and dissipation.

The three basic modes for waves in a flux tube are describetyurd=2.2. The
sausage-mode wave is a longitudinal wave whereby the tuiss-section expands and

contracts due to compressions and rarefactions of the deeseT acoustic-like, waves
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propagate along the tube with characteristic spegdyiven by (Roberts 2000),

1 1 1
2-ata (2.55)

which can be also be written as (Kalkofen 1997),

2
=c2 5 (2.56)

+VB
The kink-mode wave is a transverse wave whereby the field iime¢he tube are
displaced laterally. It can be thought of as an Alfvén wavech is reduced in speed

by the inertia of the tube surroundings. It has a charatierspeed,ck, given by

(Roberts 2000),
_ PoVa+PeVhe. (2.57)
Po+ Pe
where subscript refers to external parameters (i.e., outside the flux tulber an
isolated flux tube such as found under photospheric comnti;t'pbv,i > pevf\e, and

Eqgn. 2.57 can be expressed as (Kalkofen 1998),

2

2 2

Cke =Co———m .
K™ "Sy(1+2B)

(2.58)
Both modes follow a dispersion relation similar to Eqn. 2 34he form (Spruit &

Roberts 1983),
o’ =c3k?+Q?, (2.59)

wherecp is the mode’s speed of propagatiask (or ¢)), andQ is the mode cut-off
frequency. For each mode the wave will be propagatingJor Q (i.e., k? > 0) and

evanescent fow < Q (i.e., k? < 0). The cut-off frequencies are given in Kalkofen

Ly, 03148

(1998) as,
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/ 1
Vk = VaC m . (261)

As in Section 2.3.1, impulsive wave generation will resaliai wave front moving at

the respective tube speed, with a trailing wake which witlikete at the respective
cut-off frequency. The third mode is the torsional Alfvéawe, which is a rotational

oscillation of the tube.

The flux tubes will spread horizontally with height, due te tiressure stratification,
so that somewhere in the high chromosphere they fill out tamecthe whole space
and create the magnetic canopy. In the canopy the field caa agein be thought of
as homogeneous, the torsional wave goes over into the Alfsg/e and the sausage
and kink waves go over into the slow and fast waves. Furthe¥mon-linear mode

conversion (mode-coupling) is expected to occur in the pgno

2.5 Heating Theories

The most important factors in any heating theory involvirayes are initially creating
a wave and then transferring the energy to the upper chramospvhere the energy
has to be deposited. These factors are generally discus$eliioavs.

e Generation

Flux tube waves can be generated at the photosphere in a nohlbays: trans-
verse buffeting by granules can create kink waves; pres$izneges can create sausage
waves; twists in the tube may create torsional waves.

¢ Propagation

Only oscillations with frequencies above the respectivieatuwill propagate, other-
wise waves will be evanescent.

e Dissipation

When waves reach the required height in the atmosphere tbkamieal energy has

to be transferred to heat energy in the surrounding plasrh& cin be achieved in a
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Figure 2.3 A sinusoidal wave changes shape with increasing height stradified
atmosphere. As the compressed regions travel faster, a stk front is gradually
formed. (Bird 1964)

variety of ways, the most common of which is by the wave shagki

For longitudinal modes, the waves cannot directly heattinsnding gas, instead
they cause the plasma to vibrate. As they move up throughtthesphere decreases
and the wave amplitude, V, increases so the total wave engvify remains constant.
In effect, the sinusoidal form of the original wave is diséor such that compressed
regions travel faster than rarefied regions. Eventuallgmitie amplitude reaches the
sound velocity a shock front is formed (Figure 2.3). The nsboth density and tem-
perature behind the shock wave increases the rate of r@alj&ence creating an impor-
tant dissipation mechanism. This form of heating is foundecefficient in the lower
chromosphere for acoustic waves (Phillips 1992). In thegmee of a magnetic field
shocks are much more complicated but, similar to acoustes/aMHD waves in gen-
eral shock when any disturbance within the wave moves féséer the characteristic
wave speed. In recent years further theories (e.g., phasagnresonant absorbtion)

have also been proposed as possible heating mechanisms.

Throughout Chapters 4 — 6 | discuss various AC chromosplmeating theories
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based on the equations and wave modes described above. fdratym, propagation
and dissipation of different wave modes lead to differermiltzgions. The search for
these oscillations gives an indication of which wave modw ence which heating
mechanism, may be present in different parts of the chrohwygp The observations

used to search for these oscillations are described in tktechapter.



Chapter 3

Instrumentation
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The chromosphere has long been studied from ground-baesddpes in optical
wavelengths, especially the strong Fraunhofer lines. Ths the benefits of being
relatively cheap and simple to implement, witksitu corrections easy to perform. Ad-
vances in both telescope technology and post-processsal$@improved the quality
of data from ground-based telescopes. However space-balesdopes will always
have the advantages of being able to provide long-duratiserwations, free of any
atmospheric distortion, in all wavelengths. The work irstiiesis utilises both ground-
and space- based observations, with the aim of maximisegespective advantages

of each.

3.1 Richard B. Dunn Solar Telescope

3.1.1 General Description

At an altitude of 2804 m, the National Solar Observatoay Sacramento Peak is in
a prime location for high-resolution imaging of the Sun. Thenn Solar Telescope
(Figure 3.1) at Sacramento Peak was originally dedicatedéicuum Tower Telescope
in 1969 and rededicated in 1998 after Richard Dunn who wasntie driving force
behind it. Its basic design consists of a large 41 m tower with76 m window at the
top. Sunlight is reflected by a pair of movable 1.1 m mirrorasd@ 1.2 m diameter,
100 m long evacuated tube. Light reflects off a concave 1.6 m maror at the bottom
of the telescope, 57 m below ground, and then back up to thernadhg room. The two
mirrors at the top act as a heliostat, therefore compergsé&inproper motion. The
entire set-up hangs from a low-friction tank that contaibsw 10 tons of mercury
and hence it is easy to rotate the 200 tons of tube and instrsnb@ compensate for

apparent image rotation.

1The National Solar Observatory is operated by the Assaciaif Universities for Research in As-
tronomy under a cooperative agreement with the Nation@rgei Foundation
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Figure 3.1 The Richard B. Dunn solar telescope. The large tower hotsesptic
benches, and half of the telescope is underground

3.1.2 Optical Lines

The observations were taken on 1998 September 22 as pareté\an day long joint
campaign withTRACE. The aim of the campaign was to examine the relationship be-
tween quiet-Sun events in the photosphere, chromosphsdransition region. The
set-up for the observing run is displayed in Figure 3.2 areldhta is described in
Table 3.1. The Universal Birefringent FiltevgF; Bonnaciniet al. 1989) was tuned

successively through eight wavelengths, with a cycle tifngbos. At eachuBF image
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Figure 3.2 DST optical bench set-up
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Table 3.1 Summary ofDST data

Line WavelengthA) Instrument CCD size
Call K3z 3933.7 Halle 51 512
G-band 4305.0 Thompson 10241024
Ha 6562.8 UBF 934 x 968
Ha+0.7A 6563.5 UBF 934 % 968
Ha+1.08 6563.8 UBF 934 % 968
Mg 1 b 5172.7 UBF 934 x 968
Mg 1 b—0.4 A 5183.2 UBF 934 x 968
Fe 6302.5 UBF 934 x 968
Fe 6032.5 UBF 934 x 968
continuum 5256.4 UBF 934 x 968

acquisition step, images through the Halle filter (C&3) and Thompson filter (G-
band) were also acquired onto separate CCDs. Each cycleavad ;FITs format,
such that eaclyBF file contained one image at each wavelength, and each Halie (a
Thompson) file contained 8 images. Flatfields were acquiyethpidly slewing the
telescope. Darks were acquired by blocking all light to tl&&DC Co-alignment of the
field-of-view (FOV) with TRACE data led to a calculated spatial pixel size of ¢.par

pixel for the Cail K3 images and 0.18per pixel for theuBr images.

3.1.3 Magnetograms

The Zeeman effect states that the emission from an atom intameal magnetic field

will be split into several components. The shift of these porrents from the normal
wavelength of emission is directly proportional to the fistcength. Viewed along the
magnetic field, these shifted components are left- (L) agiat+i(R) circularly polarised.

Hence, by imaging the L and R circularly polarised composiehbth the Stokes |

(=R+L) and Stokes V =(R-L) signal can be easily calculatedth pixel. The degree
of polarisation, P (=V/1), is directly proportional to theagnetic field.

For this dataset, both circularly polarised componentsidiet line (A = 63025,5\)
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Figure 3.3 TRACE spacecraft. The three triangular windows are the EUV filt€he
fourth circular window is the UV entrance filter.

were imaged in theBF cycle. This was achieved by initially passing the light tgh
aA/4 plate in order to change the polarisation from circulariteadr. Then a linear
polariser only accepts light polarised parallel to its opltaxis. Reversing th&/4 re-
tardation will change the direction of the two polarised poments. Unfortunately the
time delay (a few secs) between the acquisition of L and R @mageans that large
scale seeing effects dominate the data. These can be relolytiestly destretching the
data, aligning to sub-pixel accuracy, then combining thenR laimages, integrating
over several of these combinations and applying a spatiabdmng. This meant that it
took ~30 minutes of data to create one magnetogram, and hencediimas analysis of
magnetic field information was not possible. However it wasgible to identify pho-

tospheric magnetic features with increased intensity@xctiromosphere (Chapter 4).
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Table 3.2 Summary of TRACE filter passbands (Handst al. 1999a)

Central Emission  Bandwidth Temperature
Wavelength ,é\) (A) logio (K)

171 Feix/x 6.4 5.2-6.3

195 Fexii/xxiv 6.5 5.7-6.4,7.0-7.4
284 Fexv 10.7 6.1-6.6

1216 Lyo 84 4.0-4.5

1550 Civ 30 4.8-5.4

1600 UVcont. 275 3.6-4.0

1700 UVcont. 200 3.6-4.0

5000 White light  broad 3.6-3.8

3.2 Transition Region and Coronal Explorer

3.2.1 Characteristics

The Transition Region and Coronal Explor@RACE, Handyet al. 1999a) is a single-
instrument 0.3 m Cassegrain telescope capable of imagangdlar atmosphere in a
temperature range of:610°—~1x 10° K at a spatial resolution of1(pixel size 0.5),
equivalent to~ 770 km on the sun, with typical temporal cadence of 20-40 wa#t
launched on a Small Explorer spacecraft from a Pegasus Xicleetn 1998 April 2
into a geo-polar orbit. As such it provides uninterruptedeasivations for a 9-month
period, followed by a 3-month partial eclipse. TRRACE orbit passes through the
South Atlantic Anomaly (Sherrill 1991) and auroral radvatibelts, which limit the

duration of continuous observation sequences.

3.2.2 Imaging in the Ultraviolet

The 1024x 1024 pixef CCD is sensitive in both the ultraviolet (UV) and extreme
ultraviolet (EUV). The telescope is divided into four quaxlts, three of which are

designed for EUV imaging (Figure 3.3). In this thesis | workaata from the fourth
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Figure 3.4: The four TRACE UV filter passbands are displayed. From top to bottom
these are Ly, C v, 1600A continuum and fused silica. The fused silica and 1800
continuum filters are combined to form a further filter passbaentred on 1708,
(Handyet al. 1999a)

guadrant, designed to image in UV wavelengths.

The UV filter entrance has a multi-layer dielectric coatinga MgF, substrate,
which acts to block long-wavelengths £000A), whilst optimising transmission at
both Civ (1550,&) and Lya (1216,&). Various combinations of filters are used to im-
age a number of wavelengths, namely 12461550 A, 1600A, 1700 A and white
light. Details of the passbands and filters used are providédble 3.2 and Figure 3.4.
Essentially the Qv, Lya and UV continuum (centred on 16@0 provide three indi-

vidual passbands. The 16@0and fused silica filters are used in tandem to create a
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Figure 3.5. Combined response function ®8RACE UV optics and quantum efficiency
of the CCDs. (Handt al. 1999a)

fourth filter, centred on 1708, whilst the fused silica filter also provides white light
images. The response function of each passband (includiagtgm efficiency of the
CCDs) are displayed in Figure 3.5. Linear combinations afges in these passbands
can then be used to isolate both thevGand Lya emission from the continuum (Handy
et al. 1998, Handyet al. 1999b). Depending on the aims of the observing program, im-
ages may be taken in all eight passbands, obviously at trenerpf a lower cadence

for the dataset.

3.2.3 Data Reduction

The extensiveTRACE branch of the SolarSoftWares$w, Freeland & Handy 1998)
tree ofIDL provides a comprehensive suite of data reduction and @esdb@s. Data

are provided from several data centres worldwide and conyntmwnloaded as hour-
long multi-fits (.mxf) files. Thestructureformat of TRACE data is vital as the shear
size of these files can be overwhelming. The structure fopnatides a means of
perusing the data without loading the image files, and etxiqu¢he relevant data by

keyword (e.g., only certain passbands or specific times).



Chapter 4

Oscillations in Cal Kz Observations of

the Quiet-Sun Network
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The spatial variation of chromospheric oscillations in netvork bright points (NBPS)
is studied using high-resolution observations in Cal K3. Lightcurves, and hence
power spectra, are created by isolating distinct regions othe NBP via a simple
intensity thresholding technique. Using this technique,tiis possible to identify
peaks in the power spectra with particular spatial positiors within each NBP. In
particular, long-period oscillations (4—15 min; 1-4 mHz) vere found in the cen-
tral portions of each NBP, indicating that waves present areertainly not acoustic.
These oscillations are possibly due to magneto-acoustic oragneto-gravity wave
modes. We also show that spatially averaged or low spatial selution power spec-

tra can lead to an inability to detect such long-period waves

4.1 Introduction

The solar network, defined as the boundaries of supergnafioles, contains oscilla-
tion with periods longward of the acoustic cut-off and thenirVaisalla cut-off (the
low-frequency cut-off for gravity waves). These are notretated with underlying
fluctuations (Liteset al. 1993; Cauzzi, Falchi, & Falciani 2000), and their origingda
been attributed to magnetic stochastic processes (Kneen&exkiill 1985; 1986; von
Uexkdll et al. 1989), or events spatially removed from the network, ergnglar over-
shoot. Imaged in the light of Oa K3 (3933.7), the network is only partially defined,
as brightenings at vertices of several supergranules. ®tigetcoincidence of these
network bright points (NBPs) with high magnetic field conttations, magnetohydro-
dynamic (MHD) waves (Kalkofen 1997; Hasan & Kalkofen 1998lanagneto-gravity
waves (Damé, Gouttebroze, & Malherbe 1984; Deubner & FIE2%0; Kneer & von
Uexkill 1993) seem to be the modes most likely present. Téehanism responsible
for heating the network is still the topic of much debate fmatrecent publication by

Rosenthakt al. (2002) beginning to readdress the problem.
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The existence of low-frequency (1-4 mHz) oscillations ie siolar network of the
quiet Sun is well known. Table 4.1 presents a summary of t®$tdm published
literature (the frequency resolution term in Table 4.1 Wélexplained in Section 4.2.3).
There are several points concerning these results whiadh todee addressed. Firstly,
most studies simply integrate over all network pixels (naliyndefined as areas which
have a higher intensity than some arbitrary value). Thismaehat the lightcurve will
be that of the entire network in the FOV, and any small-sdaleglised oscillations
may be washed out by stronger, global oscillations. Theeesame exceptions to
this: Cauzziet al. (2000) identify eleven separate NBPs, but then averagetbeer;,
Kariyappa (1994) identifies three individual NBPs; Litesal. (1993) and Curdt &
Heinzel (1998) both study only one. Other studies take awdifft approach, by creating
a lightcurve for each and every pixel inside a network ‘magbwever this method
is very susceptible to errors due to misalignment and clemgatmospheric seeing,
and normally any resulting Fourier power spectra will ongaia be averaged over the

entire network.

Secondly, few results identify specific Fourier peaks,aadtpreferring to refer to
either ‘low-frequency power’ below a specific value (e.gneer & von Uexkill 1993)
or around the ‘acoustic band’ (e.g., Bocchialini, Vial, & lieahmy 1994). Of course
it must be recognised that this tendency to refer to a freqguéand may simply be
because of the requirements of the study (e.g., comparicifatery power between
the network and internetwork). Other studies also prefarsi® phase and coherence
analysis (e.g., Deubner & Fleck 1990), and do not concentratidentifying peaks
in Fourier power. In cases where specific peaks are identifier validity may be
compromised as they correspond to periods which may be dinsuadficiently long
observing windows. Through this argument, Kalkofen (198i8counts all but the
2.7 mHz frequency in Damét al. (1984), and that at 2.5 mHz in Litex al. (1993). A
similar argument can be used to discount the 0.6 mHz permabdered by Cauzat
al. (2000). Furthermore, the smoothing window used by Caatai. (2000) directly

affects the 1.3 mHz oscillation found by these authors.
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Thirdly, the importance of the frequency resolution andeotbrroneous Fourier
effects must be fully recognised. A poor frequency resofutinay result in some
peaks being omitted (Section 4.2.4). The bottom half of @abll are results from
SUMER (Solar Ultraviolet Measurements of Emitted Radiation, Wim et al. 1995)
and TRACE data. Although the long duration observations, free of ajpheric distor-
tions, makes these data very useful, it should be noted tbat rasults fronsUMER
studies have been omitted. The reason for this is that in alsé majority ofSUMER
studies of the quiet Sun, solar rotation is not followed. ¢tea new area of the Sun ro-
tates into thesuMER slit every 380 s, introducing a low-frequency cutoff at 2r6Bz.
With only taking specific peaks into account, and addresgiagrequency resolution
problem, all non-discounted frequencies can be reducediddbtoad peaks, one at

2.4+0.3 mHz, and a second at 3:0.3 mHz.

In this chapter | use a ‘contour & contrast’ technique to diga further peaks in
NBP power spectra. Furthermore these peaks are identifibdparticular spatial po-
sitions in each NBP. The important improvements over previwork are,

- The careful identification of seven individual NBPs.

- The narrow-band Ca K3 filter.

- Long duration observations leading to good frequencylotism.

- Excellent seeing and high spatial resolution.

- Creation and implementation of a new filtering routine.



Table 4.1 Summary of frequencies discovered in network regiongémdiure. The final column contains details of the full wil&if maximum
(FWHM) of the passband, and whether the oscillations weanadan intensity (1) or velocity (V).

UORONPO.U| T'

Reference Wavelength Frequencies Dur. Freq. Res. Cadenctes N
(mHz) (mins)  (mHz) (secs)

This study Cal K3 1-4 150 0.11 45 08 FWHM bandpass
Daméet al. 1984 Cal K3 1.3,2.0,2.7,3.2 52 0.32 10 AFWHM bandpass
Kneer & von Uexkill 1986 i, Ha=0.45A <2.4,~3.3 54 0.31 20 | only
von Uexkillet al. 1989 Hx 2.4, (3.3 64 0.26 30.4 2Vonly
Kneer & von Uexkill 1993 K 3.5,<2.4 128 0.13 15 0.25 FWHM bandpass

Call K 3.2,<24 128 0.13 15 0A FWHM bandpass

Mg 1 by <24 128 0.13 15 0& FWHM bandpass
Deubner & Fleck 1990 Ca 8498)& 8542A 3.3,<2 275 0.06 10 Vvl
Kulaczewski 1992 Mg 3.3-5 80 0.21 15 V&l

Call K3 <2 80 0.21 15 V&l

Call 85428 <3 75 0.22 15 V&l
Liteset al. 1993 Call Hs 0.9,1.8,25 62 0.27 5 V only, 1 NBP
Kariyappa 1994 Ca Hyy 2.4 35 0.48 12 | only, 3 NBPs
Bocchialiniet al. 1994 Hel,Call K3 ~3.3 83 0.20 5 V&I, some low freq peaks
Bocchialini & Baudin 1995 He,Caul ~3.3 83 0.20 5 V only, wavelet study
Baudinet al. 1996 Hel,Si| ~3.3 83 0.20 5 V only, wavelet study
Cauzziet al. 2000 Hx 0.6,1.3,2.2 50 0.33 12 0.25-WHM bandpass, 11 NBPs
Curdt & Heinzel 1998 Lyt 2.2-2.4 33 0.50 33.5 SUMER
Krijger et al. 2001 1700,1600,1500 3.5 90 0.19 15.052BRACE, all network

1700,1600,1500 3.5 228 0.07 21.862F RACE, all network
Judgeet al.2001 JOP 72 data <5 multiple datasets TRACE, SUMER, MDI
Krijger et al.2003 1216, 1600 <2,3-4 48 0.35 40 TRACE

Lyman series (5,9,15) 2-3 48 0.35 29 SUMER

Call Koy 4-5 48 0.35 6 0.8 FWHM bandpass

6G
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4.2 Data Analysis

The dataset used for this study consisted of a 150-minuteeseg of 100 x 100’

Call K3 (bandpass FWHM 04) images centred on quiet Sun (Sakr= -25”, So-
lar_Y = -35") at a 45 s cadence. The sequence was part of the datasebddsicri
Chapter 3 taken at thBST (Sacramento Peak / National Solar Observatory), on 1998
September 22 under excellent seeing conditions. Co-akgif the images with co-
spatial and co-tempordlRACE data led to a calculated spatial size for theICK3
images of 0.33 per pixel. All images were initially flat fielded and dark-oemt sub-
tracted. Each image was then aligned to a sub-pixel accueaitye first image in the

series by means of cross-correlation.

4.2.1 Image Segmentation

Seven NBPs were clearly identified (Figure 4.1) which exmsbughout the entire
dataset and sub-fields of 3« 30" centred on each NBP were extracted. This cre-
ated seven 3-dimensional data cubes (two spatial and orpotahdimension) which
were then analysed using custom-written programs in Sofaare IDL (SSWIDL,

Freeland & Handy 1998).

For each NBP subset, contours were drawn on each image irethesce at a
chosen intensity threshold value. This contouring enstivaiseach NBP is followed
carefully over time (after Cauzat al. 2000). It also provides a means of separating
the NBP brightenings from the internetwork contributiontelgrating over entire pixel
subfields will include signal from both solar (internetwpdnd non-solar (sky fluc-
tuations) oscillatory components. Here we add a furtheravgment to the contour
method of Cauzzet al. (2000), that allows us to better isolate each individual N8P
routine was used to ensure only pixels withiglasedcontour around the NBP were

used. This ensures that erroneous pixels — due to suddeufiacts in the background,
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Figure 4.1 Time averaged FOV of the Ga K3 dataset. Each NBP which existed
throughout the dataset is numbered

supergranular lane flow or other NBPs — are ignored.

4.2.2 Contrast Lightcurves

Lightcurves were created using the following method. Fanglse image, a histogram
of the pixel intensity is constructed, from whitff¥, the most common (modal) pixel
value of the image, is selected to represent the backgrdutiteshold pixel intensity,
1" is then chosen to contour the NBP. All pixels inside this oantare included in
the NBP, and NBP is calculated as the average intensity value of all theselgixA

further improvement on previous work is achieved by not aifogpa constardabsolute
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Figure 4.2 Choice of threshold for an NBP. Top row (Image A) - Left plblistogram

of pixel intensities. The solid line is at the mean, and th&hed line is at @ above the
mean. Right image: The dashed contour is at the intensityevgiven by the dashed
line of the plot on the left. Bottom row (Image B) - Left plot:idtogram of pixel
intensities resulting from the same image as the top rowwiit 10% less intensity.
The solid line is at the mean, the dashed line ismaBove the mean, and the dash-dot
line is at the same absolute threshold as the top row. RigigémBoth the dashed and
dash-dot lines are contoured at the intensities given bylibteon the left. The dash
contour on the bottom image contains the same pixels as ttiewwoon top image. The
dash-dot contour contains fewer pixels.

threshold for each image in the series. Instead a consgkative threshold is chosen
throughout, as a number of standard deviations above tha faethe (invariably dif-
ferent) standard deviation and mean of each image. Theas@y, of each image, i,

is then defined as,
[NBP _ | bck
| |

Ci= |iNBP+ IibCk : (4.1)

This is repeated for every image in the sequence for a giveshild, such that the

final lightcurve is then a series Gf values.
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Figure 4.3 Description of thresholding contours on an NBP. (a) SaniNB#. The
dark lines show the contour for all pixels in the image whioch 400 (thickest line),
2.00 and 300 (thinnest line) above the mean. Only pixels inside the tioergre-most
contours are included. The white line contours the backutdevel.(b) Corresponding
histogram of the sample image. The background level is theéaingalue. The three
vertical lines refer to the contour levels of (a).

This lightcurve construction removes any long-term trend tb sky fluctuations.
For example, assume an NBP exhibits no change in intensitg thin cloud results
in a decreased intensity of 10% between two sequential imayé& B (Figure 4.2).
HencelMod, the mean(), and the standard deviatioo)(will all decrease by 10% in
the second image. If the same absolute threshold intessityad in both images, fewer
pixels will be contoured in image B (Figure 4.2 dash-dot )jnehich will alter |NBP
erroneously. However if a constant relative threshold.(@agabove the mean) is used,
the same exact pixels will be contoured in each image (Figutelash line). As this
results in a decrease of 10% in bo¥f9 andINBP the contrast value of each image will

be the same.

After the creation of the contrast lightcurve the threshaltiie was increased and
a new lightcurve created. The threshold was chosen to iserfeam a minimum of &

above the mean, in steps ab8o,
I'"" =T+ (no) , (4.2)

ne (1.0,1.051.10,....N), where N is chosen so that the contour confines at least ten
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pixels in all images in the sequence (this normally occuirednly one image per
sequence, such that the average number of pixels in an imagexamum threshold
was around one hundred). With this method, increasing theshiold corresponds to
better isolation of the very centre of the NBP (Figure 4.3&q provides a means of
probing and comparing different parts of the NBP. Essdgtihis increasing threshold

creates a series of nested contours in the NBP.

This ‘contour & contrast’ method can only be applied to datéhwa high spatial
resolution in two simultaneous spatial dimensions and gaibd seeing conditions. A
low spatial resolution means few pixels will be contouretigh threshold. Spectrom-
eters normally only have one spatial dimension so requirenage to be built up by
scanning the slit across a region. The final image will theeetontain contributions
from different points in time. In 'sit and stare’ mode the stiay be too small to con-
tour the NBP correctly, and causes an extra low-frequenmffoisection 4.1). Finally,
poor seeing will lead to poor image contrast, increasinglifieulty of separating the

NBP from the background intensity.

4.2.3 Fourier Analysis

A Fourier analysis was carried on each lightcurve usinginestwritten inSSWIDL.
For a continuous signaf,(t), sampled aN discrete valuesfy (k=0,1,2,....,N—1),
the discrete Fourier transform (DFF;, (j =N/2,N/2—-1,...,—N/2+ 1) is given by,

—2rijk

N—-1
F=YS fie N . (4.3)
2,

Each sample is separated by a time interdalsuch that the entire signal lasts for time
T = dtx (N —1). Each value of; corresponds to the Fourier transform at a frequency

vj = j/Ndt, hence the maximum detectable frequency, termed the Nyljetriency
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is given by,

N/2 1
_Ne_ 4 4.4
VNY = et~ 28t (4.4)

and the frequency resolution, is given by,

A poor frequency resolution will blend peaks in the Fourigectrum, and the Fourier

analysis will be susceptible to the picket fence effect {i6act.2.4).

Where the DFT will be complex and of the fortj) +ib(j), the Fourier amplitude,

Aj, phasep;, and powerpPj, can be determined from,

Aj=va’+b?, (4.6)

b

R —1( "
@j = tan (a) , 4.7)
P, = Aj> = a® 4 b% (4.8)

A useful check at this stage is to ensure the resulting Popestsum obeys Parseval’'s
theorem, whereby the total Fourier power should be equakweariance of the original
signal, i.e.,

Za:&. (4.9)
J

A study of the statistical significance of peaks in the povwercsrum can be made
by assuming a Gaussian distribution for each point in theadigHence each point in
the power spectrum will have)ﬁl2 distribution, with two degrees of freedom (DOF).
For a significance levesig, (where 0< sig < 1), the corresponding value for the power

spectrumPsig, will be

0°x?(1— sig, DOF)

4.10
NDOF (4.10)

I:)sig =

This equation is used throughout at both the 99%j € 0.99, )(2(0.01,2) =9.21) and
95% (sig= 0.95, )(2(0.05,2) =5.99) level. Essentially this means that if onadred
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Figure 4.4 The effect of filtering the timeseries and power spectrahef Cail Ks

lightcurve for NBP2. The top row (panels a and b) gives the tiaveseries and its
corresponding power spectrum, while the bottom row (pamelsd d) shows the effect
of the low-pass filter. (a) and (c) share the same x axis as)dm(b(d). The thick and
thin horizontal lines on the power spectra refer to the 99%35% significance levels

respectively.

Fourier peaks were chosen at random, five would have poweeahe 95% level, and
one would have power above the 99% level.

4.2.4 Filtering

If the original continuous signal contains oscillatory pvat frequencies greater than
the Nyquist frequency (i.e., signal is under-sampledasatig may occur. Aliasing re-

sults in power at these higher frequencies showing up asnaiey frequencies in the
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resulting power spectrum. Hence the first few componentseopbwer spectrum may
contain a lot of false power swamping any real peaks in thespspectrum. Figure 4.4
shows the effect of filtering a lightcurve to remove poweroat frequencies. The top
row contains the original lightcurve and resulting powezapum. The slowly varying
nature of the lightcurve results in the large peaks:at mHz. The bottom row dis-
plays the filtered lightcurve and resulting power spectrsa result of removing the
slowly varying component, the standard deviation of thetligrve is lower, decreasing
the 99% and 95% siginificance levels (Eqg. 4.10). Hence th&spataround 3 mHz

become 99% significant.

It is vital to remove these low frequencies without introhgcerroneous effects.
The most common methods of filtering are applied in the timmala (i.e., simply
subtract the trend from the lightcurve, or perform a runrangrage.) However these
methods can change the overall shape of the lightcurve. dtaisstically preferable
to carry out the filtering in the frequency domain by convotythe lightcurve with a
suitable Bessel function. The convolution theorem stdtasthe Fourier transform of
a convolution is simply given by the product of the indivitltransforms, i.e., for a
convolution,h(t), of two signals,f (t), andg(t), which have Fourier transformsl,(v),

F(v), andG(v), respectively,

h(t) = f(t)®g(t) , (4.11)

H(v) =F(v)G(v) . (4.12)

Let the lightcurve be (t), and the Bessel function lggt). Their Fourier power spec-
tra,F (v), andG(v), are displayed in Figure 4.4b, and Figure 4.5, respectiWdye the
power spectrum of a Bessel function is simply a high-pasar filith a smooth cutoff.

A sharp cutoff would introduce ringing effects into the FHeuranalysis. Multiplying
the two Fourier spectrum results in a high-pass filtered papectrumH(v) (Fig-
ure 4.4d). An inverse Fourier transformldfv) then reproduces the high-pass filtered

lightcurveh(t) (Figure 4.4c).
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Figure 4.5. The Fourier power spectrum of the chosen Bessel functibis dcts as the
frequency response curve for the high pass filter and is wseshtove low frequency
variations. Only power under 1 mHz is attenuated.

For the data presented here, the filter profile (Figure 4.5)st@sen as to have no
effect on frequencies above 1.5 mHz, and only reduce the patve0 mHz to 90%
of the unfiltered lightcurve. As well as aliasing, other tastof non-solar origin (e.g.,

atmospheric effects, edge effects) are also strong indhigrequency region.

There are two other important effects which need to be censtdwhen using
the DFT, namelyspectral leakageand thepicket-fenceeffect. Spectral leakage is a
spreading, or leaking, of spectral components away froncdnect frequency. This is
a direct result of the finite length of the signal and hencelehgth is never an exact
integral number of any periodicity which may be present.sTeads directly into the
picket fence effect whereby the actual Fourier peak maydigvben two values of;.
This effect can be reduced by padding the input signal witlhgehence increasing
the length of the signal and shifting the valuesvpf This shift may discover spectral

components which were initially hidden. In the analysisho$ dataset we incorporate
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an error value in each peak#®v (the frequency resolution). Hence a pealjat aHz

refers to power in the ranga-{&v) — (a+d4v) Hz. This reduces the combined effects

of spectral leakage and the picket-fence effect.
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Figure 4.6. Power spectra of a single NBP at different threshold valukere the
solid and dotted lines refer to a threshold of 1.0 and 2.5dstathdeviations above the
mean, respectively. The 99% and 95% significance levelsrenarg corresponding to
the levels at which 1% and 5% of data points, respectivel/eapected to be due to
random fluctuations.

4.3 Results

All lightcurves at each threshold for all the NBPs were fétrsubjected to a Fourier
analysis and the power spectrum inspected for significaakgdn Figure 4.6 we show
an example of how the power spectrum changes with incredbneghold. At high
frequencies, the power spectra are very similar for botasttwlds, showing no peaks
above 5 mHz. At low frequencies the power spectra are maykkfiérent. The power
of the two largest peaks, at 3.11 mHz and 3.33 mHz, has ineddag a factor o2
when the higher threshold is chosen. Furthermore, a peal6at@Hz has increased
by a factor of~2.5 to over 95% significance, and a peak at 2.11 mHz has irextdns

a factor of~5, to well above the 99% significance level.

A more detailed graph showing the development of peaks witheasing thresh-
old is given in Figure 4.7. This shows quite clearly the appeee of a 2.11 mHz

oscillation at~1.50, peaking in power at-2.50 before levelling off around the 99%
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Figure 4.7 Power against threshold for the NBP of Figure 4.3. kkeis gives the
threshold in terms of above the mean. The 99% and 95% levels are also shown for
each threshold

significance level. The 3.33 mHz and 3.11 mHz frequencie®ri@n double in power
from minimum to maximum threshold. A 2.67 mHz frequency appears, but only
to the 95% signficance level, whilst the higher value of 5.89znfalthough staying at
a similar power) becomes less statistically significantifir behaviour is repeated in
all the other NBPs, but for different frequencies in the 1-HMamange. The fact that no
single specific frequency dominates throughout the netwsankbined with the lack of

this behaviour in internetwork regions, suggests thatighésreal effect.

A summary of the frequencies found in each NBP is shown in€ld®. In this
table the error is taken to be the frequency resolution (:6.11 mHz). There are two
distinct types of behaviour described in this table. Someguencies show a steady
increase in power with increasing threshold and, in mangsaare confined to the
centre of the NBP. These are denotgédOther frequencies showed a steady increase up
to a threshold value, after which there is a plateau in poaesl{ght decrease). These
are denoted a®’. The ‘99’ and ‘95’ refer to the fact that the power of the fremcy

reached higher than the 99% and 95% significance levelssctagely. Frequencies at
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Table 4.2 Summary of frequencies found in the seven NBPs, their Bggmice (above
9% or 95%), and behaviour as a function of thresholding intgiisteady increase —s,
plateau —p).

Frequency (mHz)
NBP 1.11 156 189 222 278 311 3.33 3.78

1 99p 95s 99s 99s

2 95p 95s 99s 99s 99s 99p
3 95s 99s 99s 95s 99s

4 95s 95s 95p 99p
5 99p 99p 99p 95p
6 99p 95p 99s 99p 95s
7 99p 99p 99s

the 95% significance level which only exist for a small ranfgceshold values are not
included, as they may be random effects, although we nofsab&bility of frequencies
only existing in a very small part of a NBP. It also importamtiote the long duration

of our observations means that even the lowest frequen@dsustworthy

The most striking feature of Table 4.2 is that each NBP exh#different oscilla-
tory signal. Some NBPs only show power at the higher (i.e.PNBNBP 4) or lower
(i.e., NBP 7) frequencies. Others exhibit strong oscithafeower throughout the en-
tire frequency range (e.g., NBP 5). In terms of frequencyuaence, the 2.22 mHz,
2.78 mHz and 3.33 mHz oscillations are most popular (6 NBht, 3v33 mHz always
at 99% significance), followed by 1.11 mHz, 3.11 mHz and 3. F&r(all in 4 NBPs),
1.56 mHz (2 NBPs) and 1.89 mHz (only 1 NBP). There is no odoitiapower above
4 mHz in any NBP. Concentrating on any one type of behaviaiof ‘ p’), only the
2.78 mHz oscillation is constant. Power at this frequengyagbs seems to steadily

increase with increasing threshold.

4.4 Discussion

It can clearly be seen from Figure 4.8 that particular freguges may dominate in differ-

ent areas of a NBP. At maximum threshold, the 3.33 mHz frequdominates (point
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Figure 4.8 Power against threshold for NBP 2 in Table 4.2. Labels A, Band D
refer to the points in the diagram where different frequesiciominate.

D). With smaller threshold, hence including more of the edfjthe NBP, 2.89 mHz
(point C), 3.89 mHz (point B) and 3.11 mHz (point A) dominateurn. As these in-
cremented thresholds refer to a series of nested contbig$ighlights how the power
spectrum is highly dependent on the chosen threshold vallence all frequencies
found in the network are spatially localised at both largaeséi.e., the entire network
cannot be assumed to have a global mode) and small scales(ien within a NBP
different frequencies may dominate in different sectiongJhen the entire 100 x
100’ image is used to create lightcurves using a similar meth@d, §umming over all
NBPs) itis the~2.22 mHz (steadily increases) and..00 mHz (plateaus) frequencies
which dominate. This agrees with the results of Liggsl. (1993), who only use one

NBP, and Cauzzet al. (2000) who used the average of eleven.

The 3.33 mHz frequency (5-minute) has been previously tedon solar network
regions (Kneer & von Uexkull 1993; Al, Bendlin, & Kneer 199Bocchialini et al.
1994; Baudiret al. 1996). However, it does not appear in all the NBPs, and inraéve

cases is not the dominant frequency. Hence it does not appéarconnected to the
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well known 5-minute oscillation. Instead the results pntsd here suggest it localised

to specific NBPs.

Despite the seemingly random selection of oscillatory powelable 4.2, a con-
nection to existing theories can be drawn. In most casenbket of low-frequency
oscillations coincides with the disappearance of highegudencies (Figure 4.7), sug-
gesting that gravity or magnetism is the dominant restdionce in the centre of NBPs,
at the expense of weaker acoustic wawgg £ 5.55 mHz). Lou (1995) suggested that
diverging magnetic flux tubes in the chromosphere and lowesra forms a magnetic
bottle that can trap magneto-gravity modes. This scenanocteate long-period os-
cillations in the range 1200-200 s (0.8-5.0 mHz) in the clugpheric network. All

frequencies found here fall within this range,

Kalkofen (1997) shows how fast-mode MHD waves at frequengieater than
~1.3 mHz can be excited by granular buffeting (Hasan & Kalkdf699). These prop-
agate upward and couple with weaker slow-mode MHD waves &jlehfrequency
of ~3.4 mHz, thereby transferring power to the slow-mode wavEsese longitudi-
nal slow-mode waves become shocks, thereby heating the appemosphere. Ulm-
schneider, Zahringer, & Musielak (1991) show that duringming a fast-mode wave
at frequency, will transfer most its energy to a slow-mode wave at freqyev, al-
though some energy will be left in waves at the original frergeyv. This agrees with
Table 4.2 where the weaker, less common, lower frequencégsha the signature of
the fast-mode waves, and the stronger, more frequent, higkgriencies may be the

onset of the slow-mode waves

The tendency of NBPs to exhibit stronger oscillatory powethie centre of NBPs
has also been pointed out by Judgeal. (2001). They use the phrase ‘magnetic shad-
ows’ to describe the decrease in both intensity and osaiilgtower in the 3-8 mHz
range near but not directly above magnetic elements. Thiks@ussed in terms of
upwardly propagating acoustic waves reaching the magnatiopy and undergoing

mode-conversion to MHD waves suggesting ‘magnetic heatoegrs only close to the
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center of expanding flux tubes, not throughout them’.

In this chapter | have presented a contour & contrast methagdentify frequency
peaks with particular spatial position inside NBPs. Fregies detected confirm the
~2.2 mHz and~3.3 mHz values found previously. New frequencies are alsectkd
at 3.78 mHz, 3.11 mHz, 2.78 mHz and 1.11 mHz in several NBPsyeds 1.56 mHz
only occurs in two NBPs and 1.89 mHz only one. The lack of deirof these fre-
guencies in previous studies may be due to the improved methisolation of each
NBP and a higher frequency resolution. The frequenciesdagnee with the existence
of a magnetic component in the waves, either as magnetabgraaves or magneto-
acoustic waves. In the next chapter | will extend this se&mm one dimension (i.e.,
distance from NBP centre, r), into 2 extra dimensions (heigisolar atmosphere, z,
and localised time domain, t) in order to look for waves pggiang throughout the

chromosphere.



Chapter 5

Oscillations in Multi-Wavelength Optical

Observations of the Quiet-Sun Network
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Oscillations in Network Bright Points (NBPs) are studied ata variety of chromo-
spheric heights. In particular, the three-dimensional varation of NBP oscillations
is studied using image segmentation and cross-correlatioanalysis between im-
ages taken in the light of Cail K3, Ha core, Mg 1 by, and Mg 1 b;—0.4 A. Wavelet
analysis is used to isolate wave-packets in time, and to searfor height-dependent
time delays which result from upward- or downward- directed travelling waves.
In each NBP studied, evidence is found for kink mode waves (3 mHz, 1.9 mHz),
travelling up through the chromosphere and coupling with saisage mode waves
(2.6 mHz, 3.8 mHz). This provides a means for depositing engy in the upper
chromosphere. Other upward- and downward- propagating waes in the 1.3—
4.6 mHz range are also found. Some oscillations do not cornesnd to travelling

waves and we attribute these to waves generated in neighbang regions.

5.1 Introduction

This chapter deals with the search for the oscillatory dignes of propagating waves
in the chromosphere by extending the work in the previouptenanto two further
dimensions (namely height in atmosphere and time). Thidystuses the fact that
both longitudinal and transverse travelling waves are e as intensity changes
in carefully chosen wavelength bandpasses. A propagatimgjtudinal wave results
in a periodic compression and hence heating of the surragnulasma. This leads to
increased radiation, which is then viewable as a periodensity change in the filter
bandpass. Transverse waves propagating through a plasoiairea Doppler shift
of the line profile of the emitted radiation. When the wave s tnavelling along the
observers line-of-sight ,this results in a periodic chamgmtensity in the filtergram
as the emitted line profile moves in and out of the chosen esxdpDetailed MHD

simulations predict various types of oscillatory signatufor different wave modes at
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different heights in the chromosphere. The search for thes#latory signatures is

therefore vital in providing observational evidence for MMaves.

Simulations of MHD waves are commonly modelled using the thix tube ap-
proximation, whereby the flux tube radius is much smallentih& characteristic wave-
length. This approximation will break down in the mid chrapbere, where the flux
tube will expand radially due to decreased density and haackameter will exceed
the pressure scale height (Spruit 1981a). Further dismusdithe validity of the thin

flux tube approximation in modelling the network can be foumHasanet al. (2003).

In the thin flux tube approximation a magnetic flux tube in athermal atmosphere
supports three types of waves (Spruit & Roberts 1983), audsed in Chapter 2. To
summarise, the pure Alfvén torsional wave is non-dispersind is propagating for
any frequency, which negates it as a possible heating mesrhamn a flux tube with
a strong magnetic field (as occurs in NBPs), the other typeshar transverse, kink-
mode wave and the longitudinal, sausage-mode wave. Thespannding tube speeds
are given in Kalkofen (1997) in terms of the acoustic speg@which is around 9 km
s 1in the low chromosphere). Both wave modes are dispersiveoemhgate at fre-
guencies above their respective cut-offs; otherwise they@anescent. The wave will
propagate at the appropriate tube speed, followed by a wetidating at the corre-
sponding cut-off frequency. The longitudinal cut-off ftesncy,v,, and the transverse
cut-off frequencyyy, are defined by Kalkofen (1997) in terms of the acoustic ¢ut-o
frequencyygyc (typically around 5.5 mHz in the chromospheric internetapy bright

points, Liu 1974) and given in Chapter 2. For ease of refex¢hey are reproduced as,

_ [63+ 483
V| = Vgc m ) (5.1)
2y(1+2pB)

With a maximum plasm@ value of 0.5 (Kneer, Hasan, & Kalkofen 1996), this gives a

minimumvy=2.2 mHz andv,=5.7 mHz. However, the local conditions (e.g., density,
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magnetic field) in the network can be quite different from ihiernetwork such that
althoughv,, will not vary by more than 2% fronv,. (Kalkofen 1997),vx may be
much lower than 2.2 mHz. Roberts (1983) also discuss thelplitysof non-adibatic
conditions in the network, which will drastically altex. The exact value of4c in the

magnetised atmosphere may also differ from the internd¢wor

Transverse waves may be generated at the photosphere hylagrboffeting of
network flux tubes at a frequency above the transverse tutofler & Roudier (1992)
and Mulleret al. (1994) have discovered that NBPs do possess a rapid, ittenti
motion which Choudhuri, Auffret, & Priest (1993) and ChoudhDikpati, & Banerjee
(1993) modelled as the creation of transverse mode wavdge giltotospheric level.
These waves can then propagate up along the field lines in aaB¥ corresponding
tube speed. Their speed amplitude will increase due to tyesisatification, so that
when it becomes comparable to the tube speed, they enteothbnear range. At
this point mode-transformation can occur (UImscheigteal. 1991), and the waves can
couple (and hence transfer power) to longitudinal wavess ode-coupling occurs
preferentially for transverse waves at a frequengyyhich can transfer most of their
power to longitudinal waves at a frequenay, vith a remnant of power at the original
frequency. The interaction is greatest when the two tubedgpare equal (i.eck =
c,). From Eqgn. 2.58 and Eqgn. 2.56 it turns out this correspon@s+ 0.2, which gives
a speed of maximum interaction of around 0.@3 The longitudinal waves can then

shock and heat the surrounding plasma (Zhugzhda, Brommn&stheider 1995).

In order to identify such a mechanism in the chromosphereinaber of tests can
be carried out.
eTest 1 Power at a frequency in the lower chromosphere should also be identifiable
at much reduced power in the upper chromosphere.
eTest 2 Power at frequency\2should appear in the upper chromosphere.
eTest 3 Waves at frequencies above the transverse cut-off shoafthgate at a speed

close to g,
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Table 5.1 Details of DST dataset, including an estimation of the height of formation
of each bandpass

Line Wavelength  FWHM Instrument Image Scale Formation
A) (A) (" per pixel) Height (km)
Call K3 3933.7 0.30 Halle 0.33 1800-2000
Ho 6562.8 0.23 UBF? 0.18 1200-170b
Mg | by 5172.7 0.18 UBFP 0.18 700-758
Mg1b;—0.4A  5183.2 0.18 UBFP 0.18 208
REFERENCES:

(a) Beckers, Dickson, & Joyce (1975)

(b) Universal Birefringent Filter, Bonaccimt al. (1989)

(1) Vernazzeet al. (1981)

(2) Schmieder (1979)

(3) Keller & Koutchmy (1991)

eTest 4 In the upper chromosphere there may be evidence for wawm®dbe longi-
tudinal cut-off frequency although to a lesser extent ag sheuld shock in this region.

eTest 5 Oscillations should be quasi-periodic, resulting frora tfature of the granular

buffeting.

In this chapter | search for observational evidence of MHDagaby studying in-
tensity changes in NBPs at several wavelengths, corregpphal a range of heights
from the photosphere to the upper chromosphere. Sectioprévides a summary of
the observations and data analysis. Both Fast Fourier finans (FFTs) and wavelet
transforms are used to study NBP oscillations in space anel. tiThe wavelet trans-
forms are also cross-correlated at all frequencies to cfeedke signature of possible
travelling waves. In Section 5.3 | present and discuss thelteefrom each NBP in-
dividually and collectively. These results are then furttiscussed in Section 5.4 in

relation to the observational tests mentioned above.

5.2 Data Analysis

The observational set-up at tBsST has been described in detail in Chapter 3. For this

study, time series analysis of the €& 3, Ha core, Mgl by, and Mgl b;—0.4 A data
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were used to provide information as a function of heighttlgteout the chromosphere

(Table 5.1).

A 150-minute sequence of 10« 100’ images were obtained in all wavelengths,
centred on a quiet Sun field (SalXr= -25", SolarY = -35") with a 45 s cadence.
This provided seven NBPs (Figure 5.1), four of which (NBP&,15 & 7) were distin-
guishable throughout the entire series in all wavelengthd,hence are used here. As
discussed in Chapter 3 thusF cycle (Table 5.1) also included two IFé6302.5,&) im-
ages, linearly polarised at 9@ each other. These images were destretched, integrated
and combined to create the magnetogram at the bottom ofd=fgytir Coalignment of
the ground based images with thRACE data led to a calculated spatial size of 0.33
per pixel in the Cal K3 data and 0.18per pixel for the other wavelengths (Table 5.1).
Figure 5.1 shows that the chromospheric NBPs have a onaedapatial correlation
with the photospheric magnetic field and exist throughoatttiansition region, and

even into the corona.

Analysis of theDST observations was carried out using standard routines withi
ssw. The data were corrected for CCD readout bias and flat-fiel#adh image was
aligned to the first image of the series by means of cros®lation. TRACE images
were reduced using the standard calibration and despikingnes provided. Light
curves in each wavelength were then created using the aoatmlcontrast method,

high-pass filtered and subjected to a Fourier analysis asided in Chapter 4.

5.2.1 Heights of Formation

An estimation of the height of formation of each bandpassasided in Table 5.1. It
is important to note both the difficulty of estimating theased their physical meaning.
Essentially the temperature and density of the plasma wthereptical depth of light
emitted in each bandpass is unity=£ 1, photons escape from the solar atmosphere

without any further absorption) is estimated. These patars@re then compared to
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Figure 5.1: Example time-averaged data of the 160100’ FOV in the corona (F&v
284A), transition region (Qv 1550,&) and chromospheredST wavelengths). The
bottom plot is the corresponding magnetogram. The vetiitas show the four stable
NBPs analysed in this paper.
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Figure 5.2 Filter profile plotted with line profile for (a) Ca Ks, (b) Ha, (c) Mg1 by
and (d) Mgl b;—0.4 A. In each case the leftmost y axis is solar intensity, thietrngpst
y axis is normalised filter transmission and the x axis is Wevgth.

models of the chromosphere in order to assign a height ofdbom. However this
T = 1 surface will vary dramatically according to the local plesparameters. This,
combined with the fact that most models are of a magnetid-fiek plasma, means that
care must be taken not to apply too much physical meaningyd@ight of formation

estimation.

Figure 5.2 shows the profile of each filter overplotted on the profile of the
respective wavelength. As the @aK3 profile is narrowband, most of the emission is
assumed to be from thesiCore. However there will be some contribution from the self-
reversed k peaks. The VAL model is used here to estimate a height of 130@-km.

The height of formation of the ¢dcore is also estimated from the VAL model. Itis well
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known that H contains a double-peaked response function, so a much famgge of
heights is assumed (1200-1700 km). The Mg core is discussed in Kneer & von
Uexkill (1993) who, with a bandpass of Gd6place it at~350 km. However, the data
presented in this paper have a much smaller bandpass, andhamslude less of the
wings, so are placed at 700-750 km (Schmieder 1979). Kelléodichmy (1991) use
data 0.4A into the red wing of the Mg b line, and adopt 200 km as the height of
formation. Although our data are 0&tin the blue wing, we also adopt this height of

formation.

Compared to the relatively clean images of ICK 3, Mg | b, and Mgl b;—0.4 A,
the Hx images are notoriously difficult to study due to the presesfaextra structure
(Chapter 1 of this thesis; Zirin 1966). Hence extra care \&&sri to correctly identify
each NBP. The contour method was particularly useful fosetdata as it ensured non-

NBP brightenings were not included.

5.2.2 Wavelet Analysis

Like many time series in solar physics (and astronomy in gajdight curves from
NBPs are known to exhibit non-stationarity. This means wiate the light curve may
contain periodic signals, these may vary in both frequemzy amplitude with time.
As such, a simple Fourier analysis may not detect the timd-faguency—localised
oscillations. There are several solutions to this probl@me such solution is to use a
windowed FFTwhereby a portion of the light curve is selected, and thisdow is slid
along the light curve, calculating the FFT at each step. Hewthis approach means
the shape of the curve is dependent on the window size. Aisrsin Figure 5.3b,
at low frequencies so few oscillations will occur inside thimdow that frequency—
localisation will be lost. At high frequencies there will be many oscillations inside
the window that the time—localisation will be lost. The u$adox-car shape window

will also lead to ringing effects.
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Figure 5.3 A pictorial description of how varying the scale ensurehbtine - and
frequency- localisation are retained in (a) wavelet analgst lost in (b) a windowed-
FFT

Wavelet analysis circumvents these difficulties by usingsebwave-packet of fi-
nite duration,d, and specific frequency, A convolution of this wave-packet with a
section of light curve will give an indication of the oscttay power (at frequency) in
that section (of duratiod) of the light curve. Sliding this wave-packet along the tigh
curve provides time—localisation. Changing the width @& Wave-packet (known as
the scale) provides frequency—localisation. The majorowgments of wavelet analy-

sis over a windowed FFT are,
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Figure 5.4 The real part (blue) of the Morlet wavelet is simply a sineveu(green),
with a Gaussian envelope (red)

(i) wavelet analysis will fit the same number of oscillatidios each frequency
whereas the windowed FFT does not (Figure 5.3).

(ii) a suitable choice of base-wavelet avoids edge effects.

In this work a wavelet analysis (Torrence & Compo 1998) was@a out on all the

maximum threshold light curves using a Morlet wavelet offthren

YA
w<n):n—1/“exmwon)exp(7”) , (5.3)

wheren = t/sis the dimensionless time parameteis the time,s the scale of the
wavelet (i.e., its duration}yy = sw is the dimensionless frequency parameter (i.e., the
number of oscillations within the waveletp=6 to satisfy the admissibility condition,
Farge 1992), anar /4 is a normalization term. The real part of this wavelet is basi
cally a sine curve, with a Gaussian envelope (Figure 5.4js ddntinuous (and hence
nonorthogonal), complex function is ideal for capturingostin, continuous oscillatory
behaviour, but is known to be redundant at large scales (andehlow frequencies)
where the wavelet spectrum will be highly correlated (aaotieason for filtering off
low frequencies). The wavelet transfori,, at scales, of a discrete sequencs;

(n=0,1,2,...N— 1), is a convolution ok, with a translatedp(n),

S (5.4)

Wh(s) = :Z:anp {w} :
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The smallest scaley is normally chosen asd® (i.e., inverse of the Nyquist frequency)

with the larger scales ther Pnultiples ofs,
Sj = sox 2191, (5.5)

wheredj is the spacing between scales gnd 0,1,2...J — 1. Hence the scales values

increase logarithmically frong to sp x 2721 andJ is calculated by rearranging Equa-

1 Not

tion 5.5,

The wavelet transform will have a real and imaginary padmfrwhich the am-
plitude, power, and phase can be determined as for the FFaseTtvill all be 2-
dimensional maps, plotted against both time and scale @wake, period, and fre-
guency can be interchanged). Significance levels can alsalbelated using a method
similar to that for the FFT (e.g., faig= 0.95,)(2(0.05,2) =5.99, which is then multi-

plied by the mean power spectrum to give a power value for #3é @vel).

Bocchialini & Baudin (1995) note that although wavelet gs#& can be used to ob-
tain phase information, this is very sensitive to frequefdyey preferred to determine
lags from correlations between their signals, and it is aeresion of their method
which is used here. Essentially, from the 2D wavelet powersite maps, ‘power
curves’ at each frequency were created by taking slicessoiilvelet power transform.
These were then cross correlated across pairs of waveketmtearch for timelags (it
should also be noted here that the chosen width of the fregugand should be small
enough to negate errors arising from the different weightiheach scale, Torrence &

Compo 1998).
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5.2.3 Search for Travelling Waves

For a pair of wavelengths\; andA, at a frequency, the power curves, P(v) and
P\, (V) were created. The cross correlation coefficienfitG), of these power curves

as a function of timeshifijt, is given by

s (P - W) (Pra(v:t+A0) =Py, (v, t+20))

C(At,v) > —
\/ 5 (P (.0 =P, (v.0) "3 (P, (v, ) - BL,(v.D)

(5.7)

This is used to evaluate the shift i Pv) which results in maximum correlation with
P\, (V). This shift, Atmax corr, then corresponds to the timelag gf &) onto R, (v) at
frequencyv, and CQtmax corr, V) iS an indication of how good the correlation is. This
procedure was then repeated for all frequencies, and betalbpairs of wavelengths.
From this timelag information, and from a knowledge of th@rapimate heights of
formation (Table 5.1), the speed of possible travelling @gaeat specific frequencies

were calculated (Bocchialini & Baudin 1995; Baudin, Bo@atimi, & Koutchmy 1996).

5.3 Results

Example wavelet power transforms for NBP2 are shown in g5 and 5.6, where
the wavelet diagrams are divided into three boxes. The toelp@) shows the fil-
tered light curve, while the main panel (b) shows the wavetster transform, with
frequency as the vertical axis and time along the horizante. This time axis is the
same as in panel (a), so that direct comparisons betweerctiverence of oscillatory
power and the parent time series can be made. The lighterear e stronger the
oscillatory power. The contours refer to tgé-derived 95% confidence level, while
the cross-hatched area is known as the Cone-Of-Influencé [@@ence & Compo
1998). Inside this hatched area, edge effects can be smmifiso that any power ap-

pearing inside the hatched area has to be treated with cadie right-hand panel (c)
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Figure 5.5 Example wavelet power transform for @& 3 data. (a) Filtered light curve
from the Call K3 data for NBP2. (b) Wavelet power transform. The lighter agaathe
stronger the oscillatory power. (c) The global wavelet spea.

shows the global wavelet spectrum. This is the sum of power alvtime as a function

of frequency, analogous to the FFT. However it should bedhtiat at large wavelet
scales (low frequency), peaks will be sharper and hence &damer amplitude. So
it is best to think of the global significance level as a goad,tbased, estimate of the
true Fourier power. The wavelet transforms clearly showgiasi-periodic nature of
the oscillations in all wavelengths (agreeing widst § where power at any frequency
occurs in the form of wave-packets lasting for a few oscdiag before disappearing.
Its also clear that Ca K3 exhibits power around 3-4 mHz, whereas Mg contains

more power at lower frequencies (1.5-2 mHz)

Tables 5.2 — 5.5 contain a summary of the behaviour of each NB&top part of
each table refers to peaks in the FFT power spectrum (andestfter referred to as an
FFT tablg. It contains a summary of the behaviour of the NBP in eachaleagth as a
function of thresholding intensity (as in Chapter 4). Th@' ‘and ‘95’ refer to the fact
that the power at this frequency reached at least the 99% 3¥#dc@nfidence levels,

respectively. Wavelet diagrams were then used to look adltingtion of wave-packets
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a) Filtered Time series
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Figure 5.6. Example wavelet power transform for Mdp, data. (a) Filtered light curve
from the MgI b, data for NBP2. (b) Wavelet power transform. The lighter araathe
stronger the oscillatory power. (c) The global wavelet speo.

at each peak in the FFT. For a frequency to be considered,st last for at least one
full oscillation outside the COI at greater than 95% confakerny frequencies which
showed more than two complete oscillation periods are pteden bold type. Together
with the FFT confidence level, this gives an indication of strength and significance
of any oscillations. As in Chapter 4 the frequency resoluib0.11 mHz is used as the
error in the FFT values, and hence all values are grouped0rl1l mHz blocks, with

the first row in the table corresponding to the lower limitda®cond row to the upper

limit (e.g. the first data column contains any peaks at 1.000,,Jand 1.22 mHz)

The bottom part of each table contains a summary of the pedsévelling waves
for each wavelength pair. Across every pair of wavelengtiusfar each frequency, the
maximum correlation coefficient and corresponding timelege recorded. Figure 5.7
shows the result of this procedure, and is now used to explieiher steps. In Fig-
ure 5.7(a) there are two peaks above 1 mHz in the frequentglation curve: 1.3 mHz
(correlation =0.78) and 1.9 mHz (correlation = 0.68). Bydray horizontal lines from

these peaks across into (b), the timelag-correlation ¢cuieecorresponding timelags
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(a) Frequency — Correlation (b) Timelag — Correlation

1.0 ‘ 1.0F
0.9+ 1 0.9}
5 00% o 5
S 08f . 5 08%00000C 00 1
i 5 ‘gé :
(0] [3) £ ]
- — L °° ]
e P o E = P e E
S 07 g o7t §°°° ]
0 i; L @0 ]
0.6F o & : 0.6F o E
$Q
& X i g 1
(N TN+ ST Y . S OS5 . . ., . &8 O .. |
0 1 2 3 4 5 -10 -5 0 5 10
Frequency (mHz) Timelag (X 45s)
(¢) Frequency — Timelag
R B I
< L 4
00
OO
. 5F © 090 :
0 SO0 O
LQ w O
o O O
x o ©
o or © o B
g o
° <
E 3
— _57 S B
<
Lo
<o
_10 kuu?\u I SRR TS NS
0 1 2 3 4 5

Frequency (mHz)

Figure 5.7: The three curves resulting from the correlation of thetligirves of NBP2
in Call K3z and Mg1 by. (a) Peak correlation against frequency. (b) Peak coroelat
against timelag. (c) Timelag against frequency. The x-akig) and (c) are the same.
The y-axis of (a) and (b) are the same. Hence the timelagsqmrreling to the peaks in
(a) can be determined by drawing horizontal and verticadiacross to (b) and down
to (c) respectively.

can be obtained. This can also be achieved by drawing vEliiea from these peaks,
down into (c), the frequency-timelag curve. Maxima in thegjuency-correlation curve
were retained only if the correlation was above 0.6, and theesponding timelag was
less than 450 s (1@ 45 s cadence). By individual inspection of the power curitas,
clear that correlations of greater than 10 time units cooldbe attributed to individual
wave packets. Any correlations below 1 mHz were also disdsgh as the high-pass
filter (Figure 4.5) used dictates that there will be no waaekets remaining below
this frequency. Wavelet analysis and Fourier transformevbeth featureless above

5 mHz, so this is taken as the upper limit to search for caiicela. The range of val-
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ues given in correlation and timelag in Tables 5.2 — 5.5 ismeined by the maximum
and minimum correlation and timelag in the frequency rangée chosen frequency
+ 0.1 mHz. The final column denotes the speed of the wave. Ittsdnihat a data
cadence of 45 s, combined with the spread in height estinfédde 5.1) leads to a
large range of speed estimates. & ‘symbol signifies a maximum speed, whereas a
‘+’ symbol signifies the speed may be faster than the quotagevdt should also be
noted here that a negative timelag refers to a downward spéesieas a zero timelag
could suggest either evanescent waves or upward- or dowlRwespagating waves,

within the available time resolution.

Some general comments can be made, before concentratiracbhMN&P individ-
ually. In the lower atmosphere (e.g., Mp;—0.4 A), the oscillations are concentrated
in the bright central portion of each NBP. However, in the epghromospheric (e.qg.,
Call K3), there is a greater tendency for some oscillatory powekist & the outer
regions (i.e., further from the centre of the NBP). This istmiemonstrated by the mov-
ing threshold FFTs (Chapter 4, Figure 4.7), where the suddprarance of power at a
particular threshold indicates that it is confined in thet@mportion only. It can be ex-
plained in terms of the magnetic canopy effect, whereby thgmatic field lines diverge
in the upper chromosphere. The FFT tables also show a tepflantigher frequency
power (~3 mHz) to exist in the upper chromosphere, with lower fre@ign-2 mHz)
more powerful in the lower chromosphere. This is in genegaé@ment withTest 2
The following four subsections contain a qualitative dggimn of the wave behaviour

found in each NBP, especially pertaining to the the five tststted in Section 5.1



Table 5.2 Summary of frequencies (mHz) and correlations for NBP& Section 5.3.1 for details.

From: 1.00 1.33 1.67 2.00 233 2.67 3.00 3.33 3.67 4.00 4.33
A To: 1.22 1.56 1.80 222 256 289 322 356 3.89 4.22 455
Call K3 99 95 99 99 95,95
Ha 99,99 99,95 95,95 99
Mg 1 by 99 9995  9M5 95 95 95 99
Mg1bi—04A 9599 9509595 99 95 99
Correlation Frequency Timelag Speed
A A2 Coefficient (mHz) (Units of 45s)  (km'$)
Call K3 Mgl by 0.66-0.72 15-1.7 8-11 2-4
CallKz3 Mgib;—04A 081-091 13-15 0-3 12-40+
Ha Mg 1 by 069-0.81 18-20 0--3 3-22+
0.75-0.79 28-30 -1--3 3-22
0.83-0.84 355-3.75 4-5 2-6
Ha Mgi1bi—04A 0.72-081 18-20 1-2 11-33
Mgib, Mgib;—04A 096-098 1.8-20 1-5 2-12
0.69-0.70 33-35 2 5-6

S)nNsay €°G
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Table 5.3 Summary of frequencies (mHz) and correlations for NBP2 Section 5.3.2 for details.

From: 1.00 133 167 200 233 267 3.00 333 3.67 4.00 4.33
A To: 122 156 189 222 256 289 322 356 389 422 455
Call K3 99,95 99,95 999599 95 95
Ha 99 99 99 95 95
Mg 1 by 99,99 99,95 99,99 95
Mgib—04A 9599 9595 9595 95
Correlation Frequency Timelag Speed
A A2 Coefficient (mHz) (Units of 45s) (km'9)
Call K3 Ha 0.72-0.76 2.4-2.6 0-4 0-17+
Call K3 Mgl by 0.66—-0.78 1.25-145 2-4 6-14
0.68-0.68 1.75-195 3-8 3-10
CallKz3 Mgib;—04A 067-078 12-14 1-3 12-40
0.70-0.73 1.7-1.9 7-11 3-6
Ha Mg 1 by 0.65-0.67 297-3.17 1-2 5-22
0.63-0.65 3.85-4.05 3 3-7
Ha Mg1bi—04A 0.61-0.62 3.2-3.4 5 4-7
0.62-0.63 4.7-4.9 -2 11-16
Mgib, Mgib;—04A 083-093 13-15 0-1 11+
095-0.97 16-1.8 4-6 2-3
094-094 42-44 -2 5-6

S)nNsay €°G
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Table 5.4 Summary of frequencies (mHz) and correlations for NBP® Section 5.3.3 for details.

From: 1.00 1.33 1.67 2.00 233 267 3.00 333 3.67 4.00 433
A To: 1.22 156 1.89 222 256 289 322 356 3.89 422 455
Call K3 99,99,95 99 95 9 95 95,95
Ha 99,95 9995 99 99 95,95 95,99
Mg 1 by 99,99 99 95 99 99
Mg1bi—0.4A 99 99,95 99 95 99 95
Correlation Frequency Timelag Speed
A A2 Coefficient (mHz) (Units of 45s) (km'9)
Call K3 Ha 0.82-0.84 3.65-385 -8--9 <2
06-0.76 3.3-35 0-1 2+
Call K3 Mgl by 0.64-0.76 09-1.1 -1--8 3-29
0.56-0.77 1.05-1.25 0--1 23+
Call Kz Mgib;—04A 058-0.60 4.55-4.75 -6—-7 5-7
Ha Mg 1 b 055-0.67 1.2-1.4 0--5 2-22+
Ha Mg | b170.4,& 0.67-0.68 4.15-435 2 11-17
Mgib, Mgib;—04A 0.80-0.86 1.48-1.68 0-2 6-12+
0.62-0.63 4.0-4.2 -3 4

S)nNsay €°G
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Table 5.5 Summary of frequencies (mHz) and correlations for NBPE Section 5.3.4 for details.
From: 1.00 133 167 200 2.33 2.67 3.00 3.33 3.67 4.00

A To: 122 156 189 222 256 289 322 356 3.89 4.22
Call K3 95 99 99 95
Ha 99,95 99 95 99 99 99,95
Mg | by 99,99 9 95 95
Mg1b—0.4A 99 99,95 99 95 99 95
Correlation Frequency Timelag Speed
A A2 Coefficient (mHz) (Units of 45s)  (km'$)
Call K3 Ha 0.66-0.79 1.2-14 -3--12 <6
0.61-0.72 23-25 4-6 <4
Call K3 Mgl by 0.68-0.75 19-21 0
CallK3 Mgib;—04A 057-0.62 1.73-1.93 3-7 5-13
Ha Mg 1 by 0.77-084 1.2-14 -3--7 1-7
Ha Mg1bi—0.4A 0.69 41-43 3 7-11
Mgib, Mgib;—04A 0.69-079 15-17 0-3 4-12+

S)nNsay €°G
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5.3.1 NBP7 —Table 5.2

Correlations acrossdj Mg | by and Mg1 b;—0.4 A show a possible travelling wave
at ~1.9 mHz at a speed around.cThe FFTs also reveal a strong peak around this
frequency in the lower chromospheric lines, with a weakexkga Ha, and the latter
also show the appearance of a strong peak around 3.6 mHz iBeso a correlation
around 3.6 mHz (il to Mg | by) and at 3.4 mHz (Mg b, to Mg | b;—0.4 A). This is
consistent withTests 1-4where a transverse wave at 1.9 mHz travels up through the
atmosphere and couples to a longitudinal wave at arounecktihie original frequency
when it reaches the height olH{core) formation temperature. This longitudinal wave
then continues to travel upward and eventually shocks aéxiply the lack of power at
~3.5 mHz in Cail K3. The strong peaks at2.0 mHz in Call K3 are unexpected,
but do not appear to be correlated with oscillations at timeesiequency in the lower

chromosphere.

In the 1.33-1.56 mHz range the oscillations are initiallakbut increase in power
in Mg I by and Hy, before decreasing again in @aKs. However, there is no power
at twice this frequency in Ca K3, and the only correlation is between GCa&K3 and
Mgi1b;—-0.4 A. There is a downward- moving wave betweendhd Mgl by (2.9 mHz)
and a slow upward- moving wave between IC&3 and MgI b, (1.6 mHz). Below
1.3 mHz there is significant power in all wavelengths, butmbdation of any correla-
tion. Several frequencies seem to be localised in heigbtipally the peaks around
2.5 mHz in the two lower lines, and the peaks at 4.4 mHz iniMg and Cail Ks.
These may be driven by events spatially removed from the NBfaeh height, e.g.

granular overshoot (Litest al. 1993).
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5.3.2 NBP2 -Table 5.3

Correlations of Cai K3 to Mg 1 by and Mgl b;—0.4 A, and Mgi by to Mg 1 b;—0.4 A,
reveal a possible travelling wave atl.3 mHz. The FFTs also show power at this
frequency, up to the &llevel. There is some power at the €& 3 level, but it appears
inside the COI and hence is not included here. However 83 does contain power
around 2.8 mHz, and there is some correlation around 2.6 nelzden Cal K3 and
Ha. This is all consistent witiiests 1 to 4excepting the fact that there is no correlation
from Ha to Mg | bo. However, this lack of correlation shows the benefit of multi
wavelength analysis. Although thextio Mg | by correlation is missing, we can safely
rely on correlations across the other wavelengths. It ighwooting that a transverse
frequency of 1.4 mHz, and longitudinal frequency of 2.8 méte, low compared to the

suggestions of Kalkofen (1997).

The Cail K3 to Mg by and Mg b;—0.4 A correlations, along with that of Mghb,
to Mg 1 b;—0.4 A, also show a possible1.8 mHz wave. There is some power at
this frequency in the lower lines and a weak peak indi~3.8 mHz, with a possible
travelling wave at~3.9mHz (Hx to Mg 1 by). However, there is no peak in the higher
lying lines at the original frequency. Again, there is somevpr below 1.3 mHz, with
no apparent correlation, and several frequencies seem lmcaksed in height (e.g.,

~3.4 mHz in MgI by).

There are several other correlations evident between therlbnes. However in
many cases, when the frequencies of these correlation peak®mpared to the FFT
tables, there is no associated power in the FFT, or waveepaak the wavelet power
transforms. This demonstrates the advantage of using etaaealysis to obtain tem-
poral information and allows us to dismiss the 3.07 mHz (8l Mg | by), 3.3 mHz
and 4.8 mHz (kd to Mg 1 b;—0.4 A) correlations. The 4.3 mHz correlation (Mdp, to
Mg I b1—0.4 A) does correspond to a possible downward- moving wave gtatiaves

at around this frequency have been noted before (Bocché&alBaudin 1995).
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5.3.3 NBPS5 -Table 5.4

In the 1.2-1.6 mHz range, there appear to be two differermetairon patterns. A
~1.3 mHz correlation (Ca K3 and Hx to Mg | bp)corresponds to a decrease in power
(and hence significance) of this frequency in the upper lifégre is also an appear-
ance of signal at-2.7 mHz in Hx and Cail K3. Although this~2.7 mHz frequency
also occurs in the lower lines, it seems to be uncorrelatédeapper lines. However
there is a lack of correlation betweenldnd Cail K3 at~2.7 mHz (Test 4 (although
this could be due to the longitudinal wave shocking) and thees may be downward-
moving. Also, similar to NBP2, it is of a very low frequencympared to Kalkofen
(1997). A~1.6 mHz correlation between Md», and Mgi b;—0.4 A corresponds to a
disappearance of power at this frequency fromll\bg—OAA to Mg 1 by, as well as the
existence of a-3.1 mHz oscillation in Mg b,. However, the lack of a remnant peak
(Test 3 in the upper line makes this a less likely candidate for mumlepling. It would
also have coupled too low in the atmosphere to be a viabladatedor chromospheric

heating.

The correlation at 4.25 mHz @to Mg 1 b1—0.4 ,&) corresponds to an appearance
at this frequency in k, and could be the indication of a longitudinal wave appe&pain
this height. There is also power at 2.1 mHz in the lower lindswever, as there in no
correlation at 2.1 mHz, and the power at this frequency doeslecrease with height,
this is not a good candidate for mode-coupling. There is théurupward- moving

wave at 3.4 mHz (Ca K3 to Ha).

There appear to be three downward- moving waves at 1.0 mHz {Gao Mg 1 by),
3.75 mHz (Cal K3 to Ha) and 4.65 mHz (Ca K3z to Mg 1 b;—0.4 A), correspond-
ing to wave-packets in each wavelength. Bocchialini & Baudi995) also found a
downward- moving wave at 3.5 mHz using a similar method aadked the magneto-
gravity waves suggested by Deubner & Fleck (1990). The 4.% ndtrelation (Mg by

toMg1 b1—0.4 ,&) does not correspond to any wave-packets, and is thus sksahias
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not being real. Again, there seem to be a few oscillation€kwhre localised in height,
mainly in the range 2.67—3.56 mHz in Mdp, and Mgi b;—0.4 A. For the frequencies
around 3.33 mHz this could be due to some photospheric leakdgwever, as this

does not occur in all NBPs, it seems unlikely to be the case.

5.3.4 NBP1-Table 5.5

The correlations between @aK 3 and both Mg b, and Mg b1—0.4,5\ show a possible
travelling wave at~1.9 mHz (Mgl1 by to Mg 1 b;—0.4 A also shows a correlation at
a slightly lower frequency). This corresponds with an datry signal at~1.9 mHz

in Mg | b1—0.4 A and reduced power ind&l There is also a peak at4.0 mHz in
Ha, which is reduced on reaching the G&K3 level. Ha to Mg 1 b;—0.4 A shows a
travelling wave at-4.1 mHz (Test 4. This all indicates a transverse wave~af.9 mHz
coupling to a longitudinal wave at4.1 mHz, leaving behind a small remnant at the
original frequency. This longitudinal wave then shockgréby explaining the lack of

power in lines produced higher up in the chromosphere.

Again, there is also some weak evidence for downward- movanges. A~1.3 mHz
correlation is found (Ca K3 to Ha and Hx to Mg I by), although among these three
wavelengths an oscillatory signal at this frequency is tbumHa only. Hence the
correlation is not necessarily between wave packets. &ilyithe ~2.4 mHz corre-
lation (Call K3 to Ha) does not correspond to any wave-packet in either wavdtengt
and hence is dismissed. As in the other cases, a few freqgeagist which do not
correspond to any waves. Below 1.3 mHz there is power up tadthéevel. As in
NBP5 there are a lot of oscillatory power in the 2.67-3.56 m&tme which does not

correspond to any travelling waves.
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Table 5.6 Summary of propagating waves in all four NBPs. In each chsetwo

wavelengths, wave frequency, and note as to possible mnmgaing transverse (MCT),

mode-coupling longitudinal (MCL), upward (U), or downwdi@)) wave is given.
Frequency Notes

)\1 )\2 (mHz)

NBP7

Ha Mg 1 by 1.8-20 MCT
Ha Mgi1b1—04A 1.8-20 MCT
Mgib, Mgib—04A 1.8-20 MCT
Mgib, Mgib—04A 33-35 MCL
Ha Mg 1 by 3.55-3.75 MCL
CallK3 Mgib;—04A 13-15 U
Caln Kz Mgl by 1.5-1.7 U
Ha Mg 1 by 28-30 D
NBP2

Call K3 Mgl by 1.25—-1.45 MCT
Call Kz Mgib;—04A 12-14 MCT
Mgib, Mgibi—04A 13-15 MCT
Call Kz Ha 24-26 MCL
Call K3 Mg by 1.75-1.95 U
Call Kz Mgib;—04A 1.7-19 U
Mgib, Mgibi—04A 16-18 U
Ha Mg | by 3.85-4.05 U
Mgib, Mgibi—04A 42-44 D
NBP5

Call Kz Mg by 1.05-1.25 MCT
Ha Mg 1 by 1.2-14 MCT
Mgib, Mgibi—04A 15-17 MCT
Ha Mgib—04A 415-435 U
Call K3 Ha 3.3-35 U
Call Kz Mgl by 09-11 D
Call K3 Ha 3.65-3.85 D
CallKs Mgib;—04A 455-4.75 D
NBP1

Calnn Kz Mgl by 19-21 MCT
Call Kz Mgib;—04A 1.7-19 MCT
Mgib, Mgibi—04A 15-17 MCT
Ha Mgi1b;—04A 4.1-43 MCL
Call K3 Ha 1.2-14 D
Ha Mg | by 12-14 D
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5.4 Discussion

A summary of all the propagating waves in each NBP is providethble 5.6. The
ordering of the waves in this table, and notes as to whetloérwave may be a possible
mode-coupling candidate, or simply an upward- or downwardving wave reflects
the discussion in Sections 5.3.1 to 5.3.4. Correlationgkvto not correspond to wave

packets are omitted.

In each NBP, there is at least one frequency which satisfeefivib tests described
in Section 5.1. However, a few points must be addressed oangethis. Firstly,
Kalkofen (1997) suggests that transverse waves shouldaratailly be viewable at
disk centre. If they are viewable it will be due to a flux tubeieth being slightly
slanted, will make a small angle with the line-of-sight. histcase the resulting light
curve will have two maxima for each complete oscillationlué tvave and hence the
frequency detected will be twice that of the wave. Howevas will only be true for
completely symmetrical profiles. If the line profile is asyetnic, or if the filter is in
the wing of the line, the Doppler shift from the transversevevavill result in a light

curve which will still contain a signal at the original traresse wave frequency.

Secondly, the main area of disagreement with theory is irvélhges of the cut-off
frequencies determined from Kalkofen (1997). As statedenti®n 5.1 it should be
noted that the cut-offs calculated have not been derivecifegaly for the network. In
the network several parameters may vary, due to the highgynetésed structure and lo-
cal depression, or non-adiabatic effects, which may ajteA complete understanding
of the structure within the network is necessary, which nmépoduce other factors into
the equations given by Kalkofen (1997) for the cut-off freqaies. It is also apparent
that the thin flux tube approximation will not be appropriet¢he high chromosphere.
Further modelling using thick flux tubes will be necessarpe Tesults here suggest
transverse cut-offs of£1.3 mHz, and~1.9 mHz, with longitudinal cut-offs at around

twice these frequencies. Hasan & Kalkofen (1999) suggesbftyperiods of 534 s
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and 227 s for the transverse and longitudinal mode resgdgtiwhich agree with the

higher frequency (1.9 mHz) cut-off suggested here.

Thirdly, results such as those presented here have neverebleéen so clearly
demonstrated. There are several reasons for this. It isriaatdo note that our method
uses 2-dimensional images, making it easier to spatiatiaie the NBP throughout
the entire time series (as first pointed out by Cawtzl. 2000). The contour method
also ensures only pixels inside the NBP are included, igigoainy other bright pixels
in the FOV. In addition, some oscillatory components can issed if each NBP is not
followed completely from the outer reaches to the brightieernn Chapter 4 | demon-
strated how spatially averaging over many NBPs can leadeédaaking power at sev-
eral frequencies. The contrast light curve and digital fpgis filtering techniques used
here also remove all very low frequency power which can dateithe power spectrum
(Figures 4.5 and 4.4). Itis of course important to removelthw-frequency component
without unduly affecting the higher frequencies. It is atdmote that the time series
used here (150 minutes) is longer than most previous studiest importantly, the use
of wavelet analysis to create the power curves gives terhpdamation associated
with any wave-packets. A Fourier phase analysis, which aviirage over time, may
result in any correlation across wave-packets being ‘wash#’ by the longer non-
periodic component. This may explain the lack of correlafiound in previous work
(e.g., Liteset al. 1993). It is also important to note the multi-wavelengthunatof the
data used in this study. Although a few papers have prewqesformed correlations
across wavelet power diagrams (Bocchialini & Baudin 199audin, Bocchialini, &
Koutchmy 1996), they have used only two wavelengths in atéichfrequency range.
Using four wavelengths across all observable frequendies @ much higher chance

of detecting correlated oscillations, and makes the firglmgre significant.

Finally, the results reported here suggest longitudinalesahock in the mid- to
high- chromosphere, hence heating the surrounding plaantbthe oscillations sub-

sequently disappear. However simulations by Carlsson &31692) of Ky, grains
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suggest that these shocks may be coherent which will leadrtbeir oscillations at
5.5 mHz. This lack of agreement suggests that either the et@gnetwork differs
from the internetwork bright points, or the coherence areatrbe well less than the

areas integrated over in this paper.

In this chapter | have used a novel combination of waveletyaisaand cross-
correlation to study propagating waves in the chromosphEog each NBP studied
| have found the possibility of transverse wave propagatidhe lower chromosphere.
There is also evidence of these transverse waves couplinggdudinal waves in the
upper chromosphere, which can then shock. Thus mode-ogupiovides a means
of energy transport to heat the upper chromosphere. In tkiechapter | will present
another novel wavelet analysis technique to study oseoilagignals inTRACE ultra-

violet datasets.



Chapter 6

Oscillations in TRACE Observations of

the Quiet-Sun Chromosphere
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Quiet-Sun oscillations in the four TRACE ultraviolet passbands centred on 1708,
1600A, 1216A and 1550A are studied using a wavelet-based technique. Both net-
work and internetwork regions show oscillations with a variety of periods and
lifetimes in all passbands. The most frequent network osdation has a period of
283 s with a lifetime of 2—-3 cycles in all passbands. These dktions are discussed
in terms of upwardly-propagating magnetohydrodynamic wawe models. The most
frequent internetwork oscillation has a period of 252 s, agen with a lifetime of 2—3
cycles, in all passbands. The tendency for these oscillati®to recur in the same po-
sition is discussed in terms of ‘persistent flashers’. The neork contains greater
oscillatory power than the internetwork at periods longer than 300 s in the low
chromosphere. This value is shown to decrease to 250 s in thiggh chromosphere.
The internetwork also displays a larger number of short-lifetime, long-period os-
cillations than the network, especially in the low chromospere. Both network
and internetwork regions contain a small number of non-recuring long-lifetime

oscillations.

6.1 Introduction

This chapter presents an automated wavelet analysis appi@aRACE quiet-Sun UV
intensity oscillations for both the network and internetkvoThis idea was originally
applied to Coronal Diagnostic Spectrometeb§, Harrisonet al. 1995) data by Ireland

et al. 1999. The oscillations in each region are discussed inioeléd chromospheric
heating via waves discussed in Chapter 2. When studying-Guie data, wavelet anal-
ysis has two specific benefits over the Fourier transformstligjrthe intermittency of
the oscillations present (Banerjeeal.2001; Hansteen, Betta, & Carlsson 2000) means
that their Fourier power may be swamped by the much longefpeoiodic component,

whereas wavelet analysis provides localised temporainmdtion. Secondly, quiet-Sun
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datasets are difficult to align compared to active regioaskts due to a relative lack
of features. Again the time-localised nature of waveletlysis is better suited than
Fourier analysis in dealing with frames which may not be gty aligned (Ireland
et al. 1999). In order to reduce alignment problenT& ACE was used to provide
long duration observations of the Sun, free of atmospheasiodions. The large FOV
of TRACE makes it very useful for quiet-Sun studies, where it prosiddarger spa-
tial sample than slit-based spectrometers (&gMER, CDS). The large passbands of
TRACE also mean that any oscillations present are free from Dot effects due
to plasma motions. Oscillations must therefore be due togédsin temperature and/or
density. However, it is noted that the wide passbands mak#fidult to estimate their
height of formation (HOF), as each passband contains significontributions from
continuum in addition to line emission. The wide passbandyg aiso lead to phase

averaging.

As discussed in Chapter 1, the quiet Sun displays a distetstork appearance
identical to the supergranular cell structure in Dopplangs (Leighton, Noyes, & Si-
mon 1962). The nature of supergranular flow results in magfieix coalescing at
cell vertices, with replenishment of flux occurring on thalsof a few days to a week
(Schrijveret al. 1998). This creates a dense collection of flux tubes (Bextjal. 1998;
Lites, Rutten, & Berger 1999) at these vertices and is olagdevas kilogauss fields in
magnetograms. In time-integrated UV images of the chrommesp the network is only
partially defined as patches of increased intensity (NBRBich display a one-to-one
spatial correlation with this underlying photospheric metic field (similar to optical
wavelengths; Figure 5.1). On the other hand, the internétvgamainly field-free, and

appears dark on time-integrated images of the chromosphere

This spatial dichotomy between the network and internetwsoalso apparentin the
Fourier spectrum of light curves from these two regiongjilegto the suggestion that
different heating mechanisms may dominate in each regiaiiggheret al. 1999). The

internetwork contains oscillations with periodicitiesoand 180 s (a broad 3-8 mHz
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peak in the Fourier spectrum: the acoustic band), inteemtitf present in small grains,
and with a good correlation between the photosphere andniftenosphere (Litegt
al. 1993). Some work shows the existence of nodal planes anc:l®acding waves
(e.g., Kneer & von Uexkill 1993; Deubner, Waldschik, & $@fs 1996). Other studies
show a directly proportional increase of phase lag withdestpy between lines formed
at different heights in the atmosphere (e.g., Judgal. 2001; Wikstalet al. 2000).
This suggests the presence of upwardly-propagating dcauaves, which have been
successfully modelled by Carlsson & Stein (1992; 1995; J98randtet al. (1992)
suggest a scenario whereby there are two types of grainsvitima long term memory,
termed ‘persistent flashers’, with a magnetic dependenug;aasecond, 5-10 times
more common, with no spatial memory or magnetic dependéifas.may explain the
difference between the conclusions reached by Worden,dyaés Shine (1999) and
Liteset al. (1999), who suggest no correlation between the small isterork magnetic
fields and the chromospheric grains, and those of Sivarahah(2000) who found a

strong correlation between the internetwork grains andnatgfields.

Longer-period network oscillations (5—20 mins) have natddged from such simi-
larly detailed simulations, mainly due to the difficulty obatelling the chromospheric
plasma in the presence of the kilogauss magnetic fields @ogtal. 2003). Current
theories of network heating suggest that the magnetic fatdiical and these fall into
three main categories:

(i) in situ resistive dissipation from the stochastic rearrangementagnetic field
lines (Kneer & von Uexkull 1985; 1986);

(i) upwardly-propagating transverse magnetohydrodyinaiHD) waves cou-
pling, and hence transferring power, to longitudinal wavdsch can then form shocks
(Kalkofen 1997; Hasan & Kalkofen 1999; Hasanhal.2003);

(iii) resistive dissipation of Pedersen currents, drivgridngitudinal MHD waves
(Goodman 2000).

Observations show a poor temporal correlation betweemuobspheric network oscil-

lations and those in the underlying photosphere (Létesl. 1993). However in Chap-
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Table 6.1 Details of theTRACE dataset used in this chapter (Krijgetral. 2003)

Date 1999 May 04
Image Size (px) 256640
Image Size'() 128x320
Time (UT) 08:08 — 11:52
17004 exposure (s) 2.0479
16004 exposure (s) 1.0239
1216A exposure (s) 2.1538
15504 exposure () 5.7919
Effective cadence (s) 40.05

ter 5 I have shown how wavelet-based studies (also Bocoht&aBaudin 1995; Baudin,
Bocchialini, & Koutchmy 1996) show the existence of mainjywardly-propagating
(but also some downwardly-propagating) waves in the chemphere at speeds close to
the sound speed. Furthermore, the tendency of oscillaiomscur in the very centre of
network elements (as shown in Chapter 4), combined withkadéboth intensity and
oscillatory power near, but not directly above, photosmheetwork elements (termed
‘magnetic shadows’), suggests the existence of mode-csioveof acoustic waves as
they interact with the magnetic canopy (Judgfeal. 2001; Mcintosh & Judge 2001;
Mclintosh, Fleck, & Judge 2003).

The outline of this chapter is as follows. An overview of thetaket, including a
discussion of the HOF of each passband, is presented ino8e&®. The alignment
procedure, creation of the network/internetwork subsedshagh-pass filtering are dis-
cussed in Section 6.3. This is followed by a detailed desonpf the wavelet analysis
routine designed to search for both periodicity and lifetiof any oscillations in all the
pixels in each subset. Section 6.4 compares the differisigitefrom the network and

internetwork, while conclusions are given in Section 6.5.
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Figure 6.1 Time averaged (block A) data, co- allgned to the m|d pofrthe dataset.
From left to right in order of increasing HOF: 178016008, 12164, 15504,

6.2 Observations

A dataset from 1999 May 4 containing quiet-Sun images in the fJV passbands
(17004, 16004, 1216A, 1550A) with a FOV of 128 x 320 was selected for this
study. Further details of the dataset can be found in Taldle &d example time-
average images are displayed in Figure 6.1. A simple inyastin into the frame rate
stability in each passband resulted in a constant cadent@.@5 s being assumed for
the purpose of both Fourier and wavelet analyses. After @& there was a 50 s
delay, corresponding to a small change in the FOWBR#CE compensated for solar
rotation. For this reason the data were divided into two etju@blocks; block A con-
taining images 1-168 and block B containing images 169-33fs creation of two
data blocks was also vital for data analysis (Sections @&Bdl6.3.2) and to the search
for oscillation recurrence (Section 6.4.3). In some calsesetwere 80 s time gaps be-
tween images. It was assumed this was due to a missing imagseTnissing images
were replaced by an average of the (aligned) preceding dlmvfog images. Any
images severely contaminated by cosmic rays were cleaned pograms available

in the TRACEbranch ofssw.
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6.2.1 Heights of Formation

There are well-known difficulties associated with attribgtspecific HOFs to emis-
sion from broadband filters. Due to the complexity of line sion and continuum,
any HOF will vary in both time (e.g., during a flare) and spaeg.( plage/network
— internetwork). Whilst realising the limitations of anysagned HOF we suggest the
following. Previous work withTRACE UV data (Judget al. 2001; Krijgeret al. 2001,
Handyet al. 1999a) place the 1708 band lowest in the atmosphere (UV continuum at
~4-10x 103K, below temperature minimum), followed by the 168(assband (UV
continuum at~4-10x 10°K plus Fell at ~1.3x10°K, temperature minimum). Up to
50% of the signal in the 1214 passband is also believed to be UV continuum (Worden
et al. 1999) suggesting a HOF around the mid chromosphere (5@0aty1-3x 10°K,
plus 50% UV continuum). The 1558 passband has the highest HOF~dltx 10°K,

but with sigificant contributions from other lines (e.g., I8iat ~1x10*K) and con-
tinuum. These temperatures are approximate and there ectpto be a degree of
overlapping emission between passbands. However in aodearty out a qualitative
discussion of our results, we assume a sequence of incgdd€if of 17004, 1600A,

1216A, 1550A.

Techniques have been developed to separate both thgHandyet al. 1999b) and
C Iv (Handyet al. 1998) emission from the continuum. However in both caseast h
been shown that these techniques are only reliable for mtgrse solar features (e.g.,
Figure 6 of Handyet al. 1998). The bright network will be at the lower limit of this
intensity, and the techniques are certainly not applictdléne internetwork without
long exposure times. As we wish to compare network and ietesork oscillations we

decided not to apply any continuum removal to the data.
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6.3 Data Analysis

6.3.1 Alignment

The division of the data into two blocks was vital to compeedar solar differential
rotation in the dataset (estimated dsoler each 167 image block). Initially all wave-
lengths were aligned by calculating the offsets of the nadlslage of each block to the
corresponding 1608, image, and shifting all images in each wavelength corredpo
ingly. At each wavelength, all images were then aligned orthddle image of the
timeseries using cross-correlation programs availabksin. Any large offsets were
replaced by the average of the preceding and following tsfs@d the cross-correlation
repeated until all offsets were less than 0.2 pixels (i.4/))0 This procedure was car-
ried out for each block separately. Finally, the offset af thiddle image of block
A to block B was found using the same cross-correlation oz and all block B
data were shifted by this offset. This resulted in the erttireeseries, in all four UV
wavelengths, being aligned to within §.1Due to solar rotation, several pixel rows and
columns were not always present in the data, so that theagligata FOV was reduced

from 256x 640 pixel to 215x 600 pixels.

6.3.2 Creation of Network and Internetwork Subsets

The nature of the network to appear bright in time-averageaes is used to define
a network/internetwork mask in a method similar to Krijggral. (2001). For the
aligned 1600 data, a time-averaged image was created for each blocledebrtime-
averaged image, a histogram of pixel values was createdlsRixth an intensity below
the modal intensity value were defined as internetwork, evtlibse with an intensity
value greater than one standard deviation above the meansityt value were defined
as network (Chapter 4 this thesis; Wordetral. 1999). The subsequent network pixel

arrays for block A and block B were compared, and only pixelfsneéd as network in
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Figure 6.2 Network and internetwork masks. Left: Time averaged (ddtak A)
1600A image. Middle: The network (white) and internetwork (ldamasks. Right:
Network (bright) and internetwork (dark) pixels are contl

both datablocks were retained. A similar process was chaug for the internetwork.
The resulting network and internetwork pixels are dispthipa=igure 6.2. The leftmost
image is the time-averaged 168mlock A, where the network appears as bright clus-
ters at supergranular cell vertices. The network and ieterork pixels are contoured
in the rightmost image, according to the masks in the middege (where white is the
network mask and black is internetwork mask). These masks then applied to all
the data, resulting in 28717 internetwork light curves, 8889 network light curves in

each of the four UV passbands.

6.3.3 Filtering

With 167 images at 40.05 s cadence, the Nyquist frequency.lsrhHz and the fre-
guency resolution is 0.13 mHz. After subtracting the meas phovides a range of

detectable periodicity of 90-7692 s. A high-pass filter wagpleyed such that all
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Figure 6.3 Wavelet power transform of a typical network light curve.

Fourier power below-0.6 mHz (above-1642 s in period space, corresponding to the
maximum possible detectable period, see Section 6.3.4,&8rand Figure 6.3) was
removed. The importance of filtering is to increase the $icgmce of the expected
peak around 3-5 min by reducing aliasing effects. Filtex@g carried out on each
light curve by convolution with a suitable Bessel functianas to provide a smooth

edge to the filter profile, and hence reduce ringing effects.

6.3.4 Wavelet Analysis

Similar to Chapter 5 a wavelet analysis was carried out oh égbt curve using a

Morlet wavelet of the form,

YA
w(n)zn—1/4exmiu>on)exp(7”) : (6.1)

For the Morlet wavelet, the Fourier period+€l.03 times the wavelet scale (Torrence

& Compo 1998). A typical wavelet power transform (squarehs absolute value of
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the wavelet transform) for a network light curve is shown igufe 6.3. In Chapter 5
the wavelet power transform is plotted as frequency agéimst (see Figures 5.5 and
5.6). However for the work in this present chapter it moretagplot period against
time. Hence in Figure 6.3 the abscissa is tilpegnd the ordinate is perio®. This

is displayed on a linear intensity scale, such that brighteas correspond to greater
oscillatory power. The contours are at the 95% significareelland the two slanted
lines define the cone-of-influence (COI). Edge effects agrificant above these two
lines. The extent of the COI, from the beginning and the entheftime series, at
each periodP, is defined in Torrence & Compo (1998) for the Morlet wavedet the
decorrelation time for a spike in the time serigss v/2P/1.03 s . For example, for the
dashed lines on Figure 6.3Rt= 1200 s, the COI extends frot= 0-1647 s, and from

t = 5001-6648 s. After creating the wavelet power transfonma@tomated routine
calculated the lifetime and periodicity of any oscillatsiollowing the procedure first
described in Irelaneét al. (1999). First, all power below the 95% significance level or
above the COl lines was removed. The routine then searchesiyaemaining power
maxima. The lifetime of the oscillation at the period of e@olwer maximum is defined
as the interval of time from when the power reaches above 9§#tfisance to when
it dips below 95% significance again. The lifetime was thendg#id by the period to
give a lifetime in terms of complete cycles. For example,tfa oscillatory power in
contour A in Figure 6.3, the lifetime is given by (4900-35300 = 4.67 cycles. Any
oscillations lasting for less thag (e.g., for the maxima in contour C in Figure 6.3,
lifetime = (5100-4400)/650 = 1.08 cycles) were discardega@ssibly being due to a
spike in the time series. From the criterion of a lifetime bfeast\/2P/1.03 outside
the COI (of size 2/2P/1.03), the maximum possible detectable periBgax can be
obtained from,

3v2 I:)max_
~Toa =ox(N-1), (6.2)

wheredt is the cadence, and N is the number of data points in the dighte (hence

ot x (N — 1) is the total duration of the light curve). Rearranging foe thataset used
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Figure 6.4 Summary of all internetwork oscillations for the 178mlock A dataset.
The frequency of occurrence of any oscillation at each peaiod lifetime is plotted
according to the intensity scale on the right.

here,

1.03% 40.05x 167
P 103X 4005X167_ 4o s (6.3)

3v2

In Figure 6.3Pnhaxis shown as the dash—dot line, and is the value used as tludf ¢at-

the high pass filter (Section 6.3.3). The final output fromrthéine is a list of lifetimes

and periodicities for all oscillations in each input lighiree.

6.4 Results

6.4.1 Internetwork Oscillations

A summary of all internetwork oscillations for the first héitflock A) of the 17004

data is shown in Figure 6.4. Here the ordinate is the pefyds determined from
the wavelet analysis. The nature of wavelet analysis mdaatslie values of period
increase logarithmically. The abscissaijs the oscillation lifetime binned to integer

values. For example, the lifetime of 4.67 cycles discussevais placed in the 4-5
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bin. The horizontal dashed line is ©2/1.03 cycles (minimum lifetime), the vertical
dashed line is at the Nyquist frequency, while the two soédieal lines are at 3 and
5 min. The curved dashed line refers to the maximum numbesrapdete cycles which
can be observed at each period (due to the finite length ofrtteederies). Figure 6.4 is
plotted on a inverted linear intensity scale, such thatelaakeas correspond to a larger
number of pixels with oscillations at perid®| for lifetime|. The four colour bands
refer to the upper quartile (black; 75% of peak value), mid-upper quartile (dark red;
50-75% of peak value), mid-lower quartile (brighter red+-26% of peak value) and
lower quartile (bright red< 25% of peak value). The data have been divided by the
number of pixels (hence number of light curves), to makeedults from the network
and internetwork directly comparable. It should be noted dscillations in the bright
red areasare notless significant than those in the black areas — the rulesdiega
significance are the same for all oscillations. Instead|lagons in the bright red areas
are less common than those in the black areas. This is antampalistinction between

the wavelet studies and the results from Fourier analysis.

Figure 6.4 displays several interesting features. The wmsimon oscillation is a
well defined peak with a period of leg(P) = 2.33 P ~ 210 s), lasting for 2—3 cycles,
with an occurrence rate of 0.26 (i.e., 1 in 4 pixels contairosgillation at this period
for this lifetime). There are few oscillations below l@¢P) = 2.2 P ~ 160 s), and
all the long-lifetime oscillations (LLOs; defined as8 cycles) occur near the acoustic
band (i.e., logo(P) ~ 2.2-2.5). The internetwork results from the other UV pasdba

display a similar behaviour.

By summing Figure 6.4 over the lifetime axis we can createioence rate curves
which are directly comparable to the average Fourier powerss (Figure 6.5). These
occurrence rate curves have also been divided by a profyabiirection curve, to
account for the fact that short-period oscillations areerlikely to be observed (less
time to undergo,/2/1.03 cycles, and more light curve outside the COI). In FiguEe 6.

the ordinate is the occurrence per pixel (i.e., average rurabcycles) for the top



6.4 Results 118

Internetwork Oscillations 1700 A block A
| | COG = 2.393
Width = 0.082

©
o

0.05 I N

0.00 ‘ J

Occurence rate

o

COG = 2.408
Width = 0.131

~ *

2.0 2.5 3.0 3.5
Log, Period (secs)

Fourier power
&)
|

Figure 6.5 Internetwork occurrence rate and Fourier power in the 1X0flock A
dataset. Top: occurrence rate per pixel at each periodoBotAverage Fourier power
per pixel at each period. In both diagrams, a Gaussian fifakeapto the feature around
logio(P) = 2.4, and the centre of this Gaussian fit is displayed at theigit.

panel, and average Fourier power per pixel for the bottonelp&oth panels share the
same abscissa as Figure 6.4, namely period on a log scalen #thgawo vertical lines

are at 3 and 5 min.

Although the curves in Figure 6.4 are comparable, the distourier — wavelet
difference still exists. In the top part of Figure 6.4 all th&cillations are equally sig-
nificant — all oscillations have 295% significance for at least= ty. However in the
bottom part, the Fourier power defines the significance. Asdlare normalised Fourier
power spectra, the 95% significance level is at 5.99 (seet€hdp Hence although
the oscillations with logy(P) = 2.6 are all above 95% significance in the wavelet study,

their average Fourier power is well below 95%.

A simple Gaussian fit (i.e., with no continuum) has been &gpto the feature

around the acoustic band and overplotted in each case. Ties(@a fit was applied
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to the region of the curve from where it rises above zero, ®rthnimum around
logio(P) = 2.6. The value of the centre of the Gaussian fit (COG), andsigmea width
are displayed in the top right corner of each plot. It showddbted that this width is
an indication of the spread of frequencies around the pehk.eEtimated error in the
determination of the position of the centre of the Gaussawppically around 0.005 in

logio(P) (i.e.,0P~ 4 s), and hence much smaller than the one sigma width.

Figure 6.5 shows the good agreement between the wavelgtsemahd classical
Fourier approach. It displays a rise of power (Fourier) aocuaence rate (wavelet)
with increasing period, reaching a maximum around ¢08) = 2.4 (P ~ 250 s). This
value differs from the peak in Figure 6.4 because of the ibacorrection curve
applied to the data. Both curves reach a minimum aroungh(8y = 2.6 (° ~ 400 s),
followed by a gradual increase at higher periods. Using @laamlysis techniques,
Krijger et al. (2001) attribute this high period power primarily to intatgravity waves,
with some contribution from granular overshoot and the foeguency tail of acoustic
interference. The fall-off at log(P) > 3.0 is due to the high-pass filter applied to the

light curves.

6.4.2 Network Oscillations

A summary of all network pixel oscillations from the first half the 1700A data

is displayed in Figure 6.6. In contrast to the results from iiternetwork pixels,
the most common network oscillation is a well defined peakwitonger period of
logio(P) = 2.41 P ~ 260 s), lasting for 2—3 cycles, with a lower occurrence rdte o
0.19 (i.e., 1 in 5 pixels contain an oscillation at this pdrfor this lifetime; the distri-
bution of the occurrence rate is broader in the network). mAthe internetwork, there
are few oscillations below lag(P) = 2.2 (P ~ 160 s), and all the LLOs occur near
the acoustic band. However, the network contains an extetadleat the 25-50% level

up to periods of logy(P) = 2.9 P ~ 800 s). Hasan & Kalkofen (1999) suggest a sce-
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Figure 6.6. Summary of all network oscillations for the 1780block A dataset. The
frequency of occurrence of any oscillation at each periatldetime is plotted accord-
ing to the intensity scale on the right.

nario whereby kink-mode waves generated in the photosphetivork may travel up
through the chromosphere, before coupling with saugaggenm@ves. The extended
tail of the network oscillations in Figure 6.6 may be the Batry signature of the
kink-mode wave aP = 534 s (logo(P) = 2.73). In the 1216\ and 15504 passbands

this tail is less evident, hence these waves may have couptad high chromosphere.

Figure 6.7 repeats the comparison of the wavelet analysi€lassical Fourier ap-
proaches of Figure 6.5, but applied to the network data. rEigu7 displays a rise
of power (Fourier) and occurrence rate (wavelet) with iasneg period, reaching a
maximum around log(P) = 2.45 P ~ 280 s). The two curves reach a minimum
around logo(P) = 2.6 (P ~ 400 s), followed by a gradual increase. Again the fall-off

atlogio(P) > 3.0 is due to the high-pass filter performed on the light csirve
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Figure 6.7: Network occurrence rate and Fourier power in the 1&@0ock A dataset.
Top: occurrence rate per pixel at each period. Bottom: Ayeraourier power per
pixel at each period. In both diagrams, a Gaussian fit is egpb the feature around
logio(P) = 2.4, and the centre of this Gaussian fit is displayed at theigit.

6.4.3 Oscillation Recurrence

By comparing how many pixels in block A of each wavelengthpliig a similar be-
haviour in block B, it is possible to study whether osciltas of specific period and
lifetime occur repeatedly (Table 6.2). At each wavelenditimetwork pixels display-
ing periodicity between 230-280 s in block A were selectatdl@mpared to network
pixels containing periodicity in the same range in block BisTshowed a recurrence
rate of~65—75% in all four UV passbands. This was also carried oualianetwork
pixels displaying oscillations lasting 2—3 cycles at aliipds (where the corresponding
value was~75-85%). A study of all network pixels lasting 2—3 cycteslin the range
230-280 s (i.e., at the peak value in the lifetime-periodsg)lshowed-40% common
pixels. As these oscillations are the most frequent, a 40&hah of a recurrence at

the same position represents a good candidate for repeadditidp of the surrounding
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plasma.

In the internetwork, the fraction of pixels showing osdilbas recurring in the same
location was generally 5-10% higher than in the network i@&L8). The internetwork
oscillations lasting 2—-3 cyclesnd in the range 230-280 s (with-a50% recurrence
rate) may be the persistent flashers first identified by Brandt. (1992). However
their studies suggest grains which are persistent flashetddsbe 5-10 times less likely
to occur than normal §§, grains, which in turn suggests a recurrence rate —17%.
The higher value of 50% obtained in these data could be duestmternetwork mask

preferentially containing persistent flashers rather ti@mal internetwork grains.

6.4.4 Long Lifetime Oscillations

During each cycle, a wave may transfer a portion of its enéogthe surroundings.
Hence, any long-lifetime oscillations, which undergo saleomplete cycles, are good
candidates for chromospheric heating. In all the UV pass$®dn both the network and
internetwork, all the LLOs occur near the acoustic band oAgkr periods, oscillations
tend to last for fewer cycles, and are even more transienh@tes periods. These
LLOs never recur in the same place in both blocks of the dathl€E 6.2 & 6.3). This
suggests that the source, in driving the LLO, no longer hficmnt energy to create
further oscillations (or if it does create further oscilteus, they will be too weak or
have short lifetimes, hence will not be detected). Of coitrseay be that LLOs do
recur, but more than 111 minutes (16740.05 s) apart. It is also noted that the lower
HOF passbands (170%),1600,&) contain more LLOs than the upper passbands, and
whereas 1.5-2.0% of network pixels contains LLOs, only %@B internetwork pixels

display LLOs. Further studies of more LLOs are necessargndiren these effects.



Table 6.2 Recurrence rates for network pixels (total 5999)

Selection Block A Block B Both Blocks
Criteria No. pixels % of total No. pixels % of total No. pixels % of A % of B
170A

LLO 64 1 103 2 0 - -
2-3 cycles 4857 81 4611 77 3754 77 81
230-280 s & 2-3 cycles 2090 35 2215 37 818 39 37
230-280 s 3868 64 4138 69 2709 65 70
160A

LLO 142 2 93 2 2 1 2
2-3 cycles 4637 77 4913 82 3812 82 78
230-280 s& 2-3 cycles 2430 41 2337 39 961 40 41
230-280 s 4587 76 4465 74 3429 75 77
1216A

LLO 134 2 123 2 4 3 3
2-3 cycles 5173 86 5126 85 4370 85 84
230-280 s& 2-3 cycles 2537 42 2440 41 1024 40 41
230-280 s 4727 79 4515 75 3584 76 79
155

LLO 131 2 50 1 0 - -
2-3 cycles 4704 78 3516 59 2085 44 59
230-280 s& 2-3 cycles 2470 41 1591 27 679 27 43
230-280 s 4560 76 3051 51 2324 51 76

S)nsay ¥'9

ect



Table 6.3 Recurrence rates for internetwork pixels (total 28717)

Selection Block A Block B Both Blocks
Criteria No. pixels % of total No. pixels % oftotal No. pixel$o of A % of B
1707

LLO 642 2 613 2 15 1 1
2-3 cycles 24370 85 26427 92 22420 85 92
230-280 s & 2—-3 cycles 13709 48 14518 51 6990 51 48
230-280 s 23871 83 25084 87 20866 87 83
160A

LLO 618 2 716 2 18 1 1
2-3 cycles 24078 83 26220 91 21994 91 84
230-280 s & 2—3 cycles 13240 46 13826 48 6337 48 46
230-280 s 23380 81 24640 86 20059 86 81
1216A

LLO 777 3 836 3 19 1 1
2-3 cycles 26421 92 26334 92 24248 92 92
230-280 s & 2-3 cycles 14499 50 14594 51 7418 51 51
230-280 s 25355 88 25318 88 22364 88 88
1554

LLO 462 2 161 1 2 1 1
2-3 cycles 23675 82 15763 55 12985 55 82
230-280 s & 2—-3 cycles 12592 44 8128 28 3564 28 44
230-280 s 22245 77 14764 51 11457 52 78

S)nsay ¥'9
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Table 6.4 Centres and one sigma widths (both indggeconds) of the Gaussian fits

to the occurrence rate and Fourier power curves for the f${block A) and second

half (block B) in each bandpass.

Wavelength Network Internetwork
Dataset Wavelet Fourier Wavelet Fourier
Centre Width Centre Width Centre Width Centre Width

1550 A 2441 0.080 2460 0.141 2391 0.089 2408 0.143
1216 A 2457 0.084 2462 0.127 2.413 0.093 2421 0.136
1600 A 2440 0.081 2452 0.135 2.391 0.084 2.407 0.136
1700 A 2.443 0.077 2453 0.136 2.393 0.082 2.408 0.131
1550 B 2455 0.089 2479 0.166 2.401 0.088 2.435 0.166
1216 B 2464 0.090 2473 0.136 2.414 0.092 2421 0.137
1600 B 2453 0.098 2470 0.140 2406 0.096 2.422 0.143
1700B 2.457 0.100 2563 0.141 2409 0.093 2419 0.137
Average 2.4510.087 2.464-0.140 2.402-0.090 2.4180.141

6.4.5 Network - Internetwork Comparison

From a comparison of the network and internetwork resultallirppassbands, a few
common themes are apparent. As often confirmed before, tforietends to os-
cillate with a period close to 5 min. The internetwork, whixhibiting many more
oscillations around 3 min, contains a peak close to 4 minleTéld contains a list of
the centre of the Gaussian fits and one sigma widths for theidfcand wavelet ap-
proaches. The calculated averages of the COGs for the Famdevavelet approaches
agree within the one sigma widths and both regions contairda vange of periodic-
ities. The widths are typically larger in the Fourier thae thavelet approach, but in
both cases a range of logio(P) = 2.1-2.6 is fitted (2.5-7.9 mHz; other work (e.g.,
Lites et al. 1999; Mclintoshet al.2003) sums over 3—8 mHz). This periodicity range is

important to remember when using the 3- and 5- min oscilatio modelling.

The power of the dominant oscillations in each region wadistliusing several
different methods. Table 6.5 contains a summary of the oenae rate of the peak pe-
riodicity in both the lifetime-period diagrams (e.g., Figa 6.4 and 6.6) and the centre
of the Gaussian fits to the average occurrence rate and Fpaneer diagrams (e.g.,

Figures 6.5 and 6.7) in all passbands. It is immediately egpiahat the results from
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Table 6.5 Frequency of occurrence of the most common oscillatidat{ine-period

plots), and peak of the Gaussian fit for occurrence rate anddfd®ower of oscillations
in the network (NWK) and the internetwork (INWK) for the firsalf (block A) and

second half (block B) in each bandpass. Columns are numi§@ret) for ease of
reference to the text in Section 6.4.5

Most Common Osc. Peak of Gaussian Fit
Wavelength Occurrence Rate Occurrence Rate Fourier Power
Dataset NWK(2) INWK(3) NWK(@4) INWK(5) NWK(6) INWK(7)
1550 A 0.212 0.229 0.081 0.073 4.80 4.89
1216 A 0.217 0.257 0.086 0.098 4.61 5.12
1600 A 0.206 0.246 0.079 0.085 4.82 5.15
1700 A 0.188 0.260 0.070 0.090 4.47 5.30
1550 B 0.120 0.138 0.043 0.041 4.33 4.24
1216 B 0.197 0.254 0.079 0.099 4.55 5.13
1600 B 0.179 0.241 0.071 0.088 4.48 4.86
1700 B 0.161 0.259 0.058 0.092 3.96 5.02

the second half of the 1550 dataset (1550 B) display very low values in both the net-
work and internetwork. These low values may be due to thetargmber of saturated
pixels, dropped data and streaks in this part of the datdsence for the following

interpretation, the 1550 B dataset is ignored.

For the network, the lifetime-period approach (column Z)vgs an increasing oc-
currence rate with increasing HOF from 1780through 1600A to 1216 A. It then
decreases in 1558, This trend is also prevalent in the values of the peak oG5
fit for the occurrence rate (column 4) and the peak of the COf@rfthe Fourier power
of data block B (bottom of column 6). This suggests oscilagi occurring more fre-
quently, leading to an increase in oscillatory power, asesawiove up through the
atmosphere to the HOF of the 12A86passband. As the number, as well as the total
oscillatory power, increases, this suggests that wavesxaigng oscillations in neigh-
bouring regions as they propagate through the atmosphefereBthe waves reach the
1550A passband HOF several of these oscillations are no longareed. There are
a number of possible explanations for this decrease in bathreence and power of

oscillations:

(i) waves may either shock or damp between the HOF of 2a6d 15504
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(i1) at the height where the canopy closes over completeg/nmagnetic field lines
may be almost horizontal, and hence may channel oscilletwray from areas defined
as network;

(i) upwardly-propagating acoustic waves near netwodasrmay undergo mode-
conversion when interacting with the closing magnetic pgnio the upper chromo-
sphere (Judget al. 2001), hence oscillations will change in frequency.

It is difficult to determine which one, or combination of tworaore, of these explana-

tions is correct.

From a comparison of the Fourier and wavelet approacheshite ®5 it is clear
that the internetwork normally has a higher value of ostata power (Fourier) and
occurrence rate (wavelet) than the network. For the lifetperiod approach (column
3), the occurrence rate decreases from the & BOF to the 16008 HOF, then in-
creases at the 1218 HOF, and decreases again at the 196®1OF. This trend is
repeated in the COG fitting approach (column 5, column 7 bojtor herefore some
waves at the 1708 HOF must disappear before the 168GHOF. This agrees with the
low-lying shocks in internetwork grain simulations of Gadn & Stein (1992; 1995;
1997). Above the 1608 HOF both long- and short-period waves will produce shocks
separated by the acoustic cut-off period (Carlsson & St8BR}), which may explain
the increase at 1214. The subsequent decrease at the 15960F may then be due

to a decreased number of these oscillations propagatirmstheight.
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6.4.6 Network - Internetwork Dominance

Krijger et al.(2001) show that the network oscillatory power exceedsithdte inter-
network for all frequencies below5 mHz (their Figure 12). The time-localised nature
of wavelet analysis can be used to extend this type of studytive temporal domain.
In each bandpass, an average network and internetworkridgberiod diagram was
created (i.e., an average of block A and block B, except irD¥5%vhere only block
A data was used - Section 6.4.5). A comparison diagram wasditeated by compar-
ing the network occurrence rates to the internetwork oenoe rates at each period
and lifetime. Figure 6.8 shows the resulting network / ine&twork comparison for
all datasets. In each column, the top part has the same agdiasn as Figure 6.4
(also Figure 6.6). Blue parts of the top row of Figure 6.8 rééewhere the network
has a greater occurrence rate, whereas red parts refer te Wigeinternetwork domi-
nates. The middle and bottom row of Figure 6.8 are directiyigarable to Figures 6.5
and 6.7. In these plots, the blue lines refers to network, datd the red lines to in-
ternetwork. It is clear from the middle and bottom rows threg hetwork has greater
oscillatory power at all periods longer than {gfP) = 2.45 P ~ 280 s; 3.6 mHz).
There is also a tendency for this cross-over period to deereath increasing HOF
(from ~300 s in 1700 to ~250 s in 15508). However the top row in Figure 6.8
displays a further feature. If the network dominates foritdtimes at periods above
logio(P) = 2.45, then the resulting plots in the top row should be elstiblue to the
right of this cross-over, and entirely red to the left of thiess-over. Instead there are
regions of internetwork domination above jg@P) = 2.45 for a small number of cycles.
This mixing is more prevalent in the 17@0and 1600A data than for the 1214 and
1550A, suggesting these short-lifetime, long-period intewwek oscillations are most
likely a low-chromosphere phenomenon. There is also somexgat short periods,

which may be examined further by using a higher-cadenceseiata
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6.5 Conclusions

A new automated wavelet analysis approach (based on amairigiea in Irelandet

al. 1999) to TRACE quiet-Sun UV data is presented. This permits the extendion o
previous Fourier analysis into the time-localised domdaime resulting occurrence rate
at specific periods and lifetimes is directly comparablehi® riesults of the classical

Fourier approach. The important results are,

e The network is found to have a peak occurrence rate pertgdi€iog;o(P) = 2.451
+ 0.087 (P = 231-346 s) for a lifetime of 2—3 cycles, with a digant tail of higher-
period oscillations, while the internetwork is found to bavwell-defined peak occur-
rence rate periodicity of log(P) = 2.402+ 0.090 (P = 205-309 s) for a lifetime of 2-3

cycles.

¢ Both the network and internetwork show a number of longihfie oscillations, how-
ever these do not seem to recur in the same location. Consygties driver may have

exhausted its energy in generating the LLO.

¢ On the other hand, oscillations at 230-280 s, and/or 2—3sydhow a tendency
to recur at the same spatial position. These are considetigandidates for chromo-

spheric heating.

¢ Network oscillations show an increase in occurrence ratieoacillatory power with
increasing HOF from 1708 to 1216A, possibly as a result of the opening up of the
canopy at higher altitudes. In the 15§(passband there is a marked decrease in both
occurrence rate and oscillatory power, suggesting thapasgible waves may have ei-
ther dissipated, shocked, moved away from the network angénéin frequency. The
network also contains more oscillations around 534 s inawet HOF than upper HOF

passbands, which agrees with the MHD model of Hasan & Kaik¢1899).
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e In the internetwork there is a decrease in occurrence rate 700A to 1600A.

Hence, some oscillations seem unable to propagate pasivthehromosphere. How-
ever, the increase at 12¥6and subsequent decrease at 1536@uggests that some
waves which do propagate through the low-chromosphere meg again excite fur-

ther oscillations, before disappearing higher in the aphese.

¢ A comparison of the occurrence rate of oscillations in thisvoek and internetwork
shows that although the network generally dominates ab@eigreater than 300 s, for
a small number of cycles and long periods the internetwork dwaninate. Similarly,
regions of network dominance may be found at very short ger(and low lifetimes)

where Fourier analysis shows internetwork oscillationddminate.



Chapter 7

Concluding Remarks and Future Work
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This thesis has concentrated on the detections of low-&ecy (1-8 mHz) oscil-
lations in the chromosphere, and the possible role of thes#aiions in solving the
chromospheric heating problem. This chapter will sumnesiti® main results of the

work carried out for this thesis and suggest possible exdaa®f each study.

7.1 Optical Datasets

Chapters 4 & 5 discussed the detection and evolution oflasoihs in NBPs in three
dimensions - two spatial and one temporal. The importancgepéarating the NBP
contribution from that of the internetwork and other noasgources is addressed us-
ing a contour and contrast method. Tdentourensures only NBP pixels are studied,
whereas theontrastensures that only intensity oscillations above that of taekb
ground are included. A study of oscillatory power againdiabdistance showed that

oscillations in the 1-4 mHz range are much stronger in th&eeh NBPs.

The need for high-cadence, two-dimensional images fortyips of study shows
the importance of using narrow-band optical filters on gebbased telescopes. Space-
based telescopes suffer from the fact that high-cadencgimmavill be necessarily
combined with short duration sequences and a problem ohegly rate in transferring
the data. Ground-based are also cheaper to run, and easipgrtade. Recent post-
acquisition software also makes it possible to remove aflgeeing effects from the

data.

7.1.1 Mode-Coupling in the Network

Chapter 5 extended the radial study of intensity osciltetion NBPs into the time-
domain via wavelet analysis, and throughout the atmospi&rg multi-wavelength
imaging. A cross-correlation study o§cillatory power curvebetween light curves in

four wavelengths showed the existence of many upward- anghward- propagating
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waves throughout the chromosphere. In particular, each diBplayed propagating
waves which satisfied observational tests predicted byryhetm each case a low-
frequency wave (1.3 mHz, 1.9 mHz) travelled from the low- tmfrthromosphere.
This is taken to be the signature of a kink-mode wave creagegtdmular buffeting of
magnetic flux tubes in the photosphere. In the higher chrpimar®, higher frequency
travelling waves are detected, and the low- frequency latiohs decrease in power.
This agrees with the theoretical studies of Kalkofen (19870 Hasan & Kalkofen
(1999), whereby the low-frequency kink mode waves trangfeir power to longi-
tudinal mode waves at twice the original frequency of thekkimode waves. These

longitudinal waves can then shock, hence heating the suding plasma.

There are two main extensions to this work. Firstly co-terapand co-spatial mag-
netic field information needs to be combined with a largetiapbaample of NBPs. It
is believed that both the speed of the wave and frequencyuaifaisn will be directly
influenced by the magnetic field strength. Indeed a subtlegdnan magnetic field may
coincide with the initiation of a wave in a flux tube. Seconitilg errors in the estimated
velocities of these waves can be greatly reduced by obsemehtand theoretical stud-
ies. Observationally, higher-cadence imaging providéeb&mporal constraints, and
improved narrowband imaging provides a better estimatkdadeight of formation of
the data. Theoretically a better understanding of the eamsx the strong Fraunhofer
lines in the presence of kilogauss magnetic field will alstuce the error in the esti-
mated height of formation. A larger spatial sample of NBPK also provide further

evidence as to the global significance of these oscillations

7.1.2 Spectroscopy

Spectroscopy of quiet-Sun regions may be one solution tgtbblems mentioned
above. Although spectroscopy requires a scan across arncaneake an image, this

can be neglected by using a sit and stare study, and provittesiation at a range of
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heights throughout the chromosphere. There is also thelilidgsof confirming the
presence of waves via the Doppler shift of the line profiles klso well known that
many oscillations are stronger in a study of the Dopplet stather than the intensity of
the line. Ideally a combined spectroscopic and imaging @gmp with high resolution
magnetograms, and involving support frams and TRACEwould provide a definitive
dataset. With the onset of solar minimum over the next fewsyaawill be easier to

select in advance a quiet target region, far from activeoregi

7.2 Automated Wavelet Analysis

Chapter 6 presents an automated wavelet analysis appwsearching for oscillations

in intensity in a large number of light curves from both théwwrk and internetwork.
This permits a comparison study, in terms of both periogiaitd lifetime, of oscil-
lations present in these two regions of the quiet Sun. Thear&tdisplays a higher
peak periodicity £280 s) than the internetwork-Q50 s). In the lower chromosphere
the network also displays a large number of oscillationsgtidr periods, which may

be the signature of kink-mode waves. In both regions, @mlhs around these peak
values (and with a lifetime of 2—3 cycles) show a tendencytwr in the same spatial
position, suggesting a good degree of spatial memory. Onttiexr hand, oscillations
with a long lifetime (8 cycles) do not recur, suggesting the driving source may be

expending all its energy in the creation of the initial dstibn.

A study of oscillations in each UV passband shows upwardbpagating waves in
both the network and internetwork. The sudden decreasecitiat®n strength (and
number) in the 155@ band is attributed to waves dissipating, shocking or mgvin
away in the high chromosphere. The cross-over period the. minimum period at
which the network exhibits more oscillatory power than thieinetwork) is shown to
increase from~250 s in the low chromosphere ta300 s in the high chromosphere.

The time-localised nature of wavelet analysis is used tovghat even in these high-



7.2 Automated Wavelet Analysis 136

period regimes the internetwork can still exhibit more bawry power, but only for

oscillations with short lifetimes.

A study into the spatial position of pixels displaying diffat periodicities and life-
times may answer some of the questions posed in this chalpteray be useful to
apply this method to higher caden€®ACE quiet-Sun datasets and other instruments.
It can also be extended into a third spatial region betweendtwork and internetwork
(classified as ‘intermediate’ in Krijgegt al. 2001). In a wider context, this technique
can be used in other areas of solar physics (e.g., activenrggor astronomy in gen-
eral where a search for transient, spatially-localised)lasory power is required (e.g.,

multi-target wide-field imaging).

The automated aspect of the wavelet analysis in Chapter érit discussing. With
the large datasets expected from future space missions$elgr Dynamics Observa-
tory may produce up to 1 terabyte per day), it will imposstblenanually inspect every
light curve for periodicity. Automated routines must beatesl to filter through datasets
and detect interesting features. In this respect an ausahssarch for both periodic-
ity and possible propagating waves is essential. A searchdigzontal flows can also
be carried out by detecting the starting time of any osaifet. This may make near

real-time detections of solar phenomena a possibility.
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